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 In today's digitally interconnected world, organizations face unprecedented challenges 

due to pervasive cyber risks. As reliance on advanced technical infrastructure grows, the 

potential for cyber crises to disrupt operations and compromise critical data and 

infrastructure has increased significantly. Poorly managed responses can have 

catastrophic consequences for both organizations and national security. This paper 

presents a Systematic Literature Review (SLR) of recent studies on cyber crisis 

management capabilities, spanning from 2018 to 2024, and emphasizes the need for a 

sociotechnical approach. By utilizing the hexagonal socio-technical systems framework 

by Clegg et al., which includes people, culture, goals, technology, infrastructure, and 

processes, and analysing them with Nvivo and Delphi, we developed a Cyber Crisis 

Capability Model. This model identifies eight key criteria: security regulations and 

policies, clarity and compliance, technological reliability, human capital competence, 

resources and budgets, organizations, stakeholder collaboration, and cultural integration. 

It integrates strategic, operational, and tactical components to provide a holistic approach 

to cyber crisis management. Our comprehensive framework aims to enhance 

organizations' capabilities to effectively manage and mitigate cyber crises. 
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1. INTRODUCTION 

 

In an era characterized by digital interconnection, the 

omnipresence of cyber risks poses unprecedented challenges 

to organizations worldwide [1]. As society becomes 

increasingly reliant on sophisticated technical infrastructures, 

the potential for cyber crises to disrupt operations, 

compromise sensitive data, and damage critical infrastructure 

has never been greater [2]. Crises can arise from incidents that 

are not appropriately resolved, and poor responses, primarily 

due to inadequate management and decision-making in times 

of uncertainty, can be catastrophic for organizations, 

businesses, and even nation-states as a whole [3]. 

Enormous cyber-attacks pose a real threat to national 

security, particularly when cyber incidents spread rapidly and 

significantly disrupt the functioning of essential public 

services [4]. In recent decades, several countries have 

experienced significant and notable cyber attacks, including 

the SolarWinds supply chain attack in the U.S., cyberwar 

attacks in Estonia [5], the Dark Seoul incident in South Korea 

[6], Stuxnet in Iran [7], the NotPetya ransomware attack in 

Ukraine, and the DDoS attack in Russia [8]. These instances 

underscore the global nature of cyber threats and the urgent 

need for every country to enhance its cybersecurity measures, 

particularly its cyber crisis management capabilities. 

Cyber crisis management encompasses strategic 

methodologies for addressing incidents or attacks that aim to 

destroy or paralyze information systems, disrupt economic or 

social activities, or endanger human lives [9]. It includes 

capabilities in incident response, crisis management, and 

cyber defense, particularly at the national level [4]. Effective 

cyber crisis management necessitates not only technical 

solutions but also an understanding of the interplay between 

human and organizational factors. Traditional approaches to 

cyber crisis management must evolve to integrate the 

complexities of both technological and socio-technical 

elements [10].  

The term "socio-technical" refers to the intricate interplay 

between social and technical elements within a system, 

highlighting that effective crisis management necessitates a 

sophisticated coordination of human, organizational, and 

technological factors [11]. This study will conduct a 

comprehensive examination of incident response, crisis 

management, and cyber defense capabilities to develop 

effective strategies for addressing cyber crises. The 

delineation of capabilities derived from these three categories 

will be articulated through a socio-technical lens. 

Previous research has explored various socio-technical 

aspects of cybersecurity, including socio-technical cyber 

resilience management frameworks [11], approaches for 

preventing, mitigating, and recovering from ransomware 

attacks [10], frameworks to mitigate supply chain risks [12], 

and models for designing system frameworks [13], as well as 

design science in data search systems [14]. This perspective 

has also been applied to structuring cybersecurity maturity 

models and metrics for small and medium-sized enterprises 
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(SMEs) [10], the renewable energy sector [15] and incident 

response management capabilities [16].  

Despite numerous studies addressing the socio-technical 

aspects of cybersecurity, a comprehensive analysis of 

academic records to establish a thorough understanding of the 

capabilities required for national-level cyber crisis 

management—encompassing incident response, crisis 

management, and cyber defense—has yet to be conducted. 

This paper presents a Systematic Literature Review (SLR) of 

relevant and current literature on cyber crisis management 

capabilities within a socio-technical context. Using the 

hexagonal socio-technical systems framework by Clegg et al., 

which includes socio-components such as people, culture, and 

goals, as well as technical components such as technology, 

infrastructure, and processes [17], this review aims to assess 

the capabilities needed to manage cyber crises from a socio-

technical perspective, drawing on theories of incident 

response, crisis management, and cyber defense.  

By identifying and analyzing critical variables and 

indicators of capability within these domains, this study seeks 

to address the existing gap in understanding the 

comprehensive capabilities necessary for effective cyber 

crisis management. The ultimate goal is to enhance national 

cybersecurity strategies. The findings provide a practical 

framework for organizations and policymakers to assess and 

improve their cyber crisis management capabilities 

systematically. The detailed checklist and octagonal model 

facilitate targeted improvements, leading to better 

preparedness, quicker response times, and more effective 

mitigation of cyber incidents, also reducing the impact on 

national security and economic stability. Overall, the study 

advances cybersecurity by integrating socio-technical 

elements, emphasizing both technical solutions and social 

factors, and fostering continuous improvement and adaptation 

to evolving threats. This research lays a foundation for future 

studies to refine and validate the model's effectiveness, 

supporting global efforts to enhance cyber resilience. 

 

 

2. THEORETICAL BACKGROUND 
 

2.1 Cyber incidents response 
 

An incident is defined as a disruption that causes an 

interruption or reduction in the quality of IT services [18]. 

Incident management is described as efforts to restore normal 

operational conditions for IT services as swiftly as possible 

while minimizing the impact on business processes and 

ensuring continuous service availability [16]. Cyber incident 

response is a critical component of cyber resilience, 

encompassing the immediate response and procedures 

associated with IT security events. Its objectives are to detect 

the occurrence of an incident, mitigate its consequences, and 

address the threat posed to the organization. Incident Response 

Management (IRMA) is a vital aspect of an Information 

Security Management System (ISMS), serving as a repository 

of information to streamline and expedite the mitigation of 

security incidents [19]. Generally, IRMA comprises a set of 

procedures for managing information security incidents with 

clearly defined stages. Despite variations in best practices, 

such as those outlined in NIST 800-6 [20] and ISO/IEC 27035 

[21], the process can be categorized into the following stages: 

preparation, detection, and learning [19]. While Preparation 

and Detection focus on organizing and executing incident 

response, learning provides feedback to the system based on 

information gathered during the process. 

To effectively manage incidents, a specialized team with 

the capacity and capability to handle cyber incidents, known 

as the Computer Security Incident Response Team (CSIRT), 

is essential [22]. CSIRTs work to mitigate and prevent the 

spread of computer security issues. They may consist of 

specialists including malware and forensics experts, as well as 

solicitors and public relations personnel who oversee all 

stages of incident response management. CSIRTs offer a 

variety of services based on their mission and objectives, 

which can be classified into three broad categories: 

• Reactive services, which are triggered by an event or 

request and are a key component of CSIRT operations;  

• Proactive services, which provide support and 

knowledge to help prevent and minimize future incidents; 

• Security quality management services, which enhance 

existing services that are independent of incident 

handling and are typically conducted by other 

organizational areas such as IT, audit, or training [23]. 

 

2.2 Crisis management 

 

Before delving into crisis management, it is crucial to 

establish a precise definition of a crisis. A crisis is 

characterized as an event, revelation, allegation, or set of 

circumstances that threatens an individual's or organization's 

integrity, reputation, or survival [24]. Although the likelihood 

of a crisis occurring may be low, its impact, if it does 

materialize, can be significantly detrimental to the 

organization. The causes of the crisis and the measures needed 

to address it may not be immediately apparent; however, 

resolution should be pursued as expeditiously as possible. 

Additionally, not all key stakeholders may immediately 

recognize the full impact of the crisis [25]. Effective crisis 

management requires preparation, including the development 

of a crisis management plan and readiness [26]. 

Crisis management involves being prepared to confront 

adversity and minimize its effects as effectively as possible, as 

well as simplifying the management process during periods of 

chaos [27]. It encompasses the strategic management of 

perceptions and coordination of efforts with stakeholders to 

proactively prevent, resolve, and leverage a crisis for 

organizational growth. This field examines the procedures 

involved in planning, control, analysis, and communication to 

limit damage and prepare for crises [26]. Generally, the 

literature on crisis management describes it as the process of 

making and implementing difficult decisions in challenging 

situations. It is about readiness to face adversity, minimizing 

impacts as effectively as possible, and streamlining the 

management process during chaotic circumstances [27]. 

 

2.3 Cyber defense 

 

Cyber defense encompasses a range of operations designed 

to protect entities and respond swiftly to threats [28]. It refers 

to both strategic and operational measures aimed at 

safeguarding individuals from significant cyber threats, 

including attacks, incidents, campaigns, or operations 

conducted by external parties [29]. Cyber defense involves 

responding to threats and securing critical infrastructure and 

information for enterprises, government agencies, and other 

networks [30]. A comprehensive cyber defense strategy must 

recognize the roles of both public and private security actors, 
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as these entities are pivotal in maintaining and ensuring the 

essential functions of society during crises [29].  

Cyber defense can be categorized into three interconnected 

domains: "proactive," "active," and "reactive." "proactive" 

measures focus on enhancing the security of the cyber 

environment and ensuring the optimal performance of cyber 

infrastructure and mission functions. "active" measures aim to 

effectively mitigate or contain damage caused by hostile cyber 

operations. "reactive" measures are designed to restore 

efficacy or efficiency following a successful breach [28]. In 

essence, cyber defense involves detecting intruders, 

neutralizing their activities, and preventing further hacking 

attempts or attacks [29]. These efforts are directed towards 

preventing, detecting, and responding to threats or assaults 

promptly to protect infrastructure and information from 

compromise.  

A defensive posture in cyber defense incorporates two 

strategies: deterrence to prevent attacks and resilience and 

security to manage attacks if prevention fails [29]. Effective 

implementation of these preventive and readiness strategies 

requires capabilities such as detection, attribution, and incident 

response [29]. These factors are crucial for cyber defense, with 

operational and intelligence capabilities playing significant 

roles in both prevention and preparedness strategies [29]. 

 

2.4 Cyber crisis 

 

The European Union defines a cyber crisis as an anomalous 

and chaotic situation that threatens an organization's strategic 

goals, credibility, or survival, thus impacting its core functions 

[31]. A cyber crisis represents a severe threat to the core 

structure, principles, and norms within cyberspace, requiring 

critical decisions to be made under conditions of high pressure 

and uncertainty [26]. According to the Netherlands, a cyber 

crisis involves an IT-related issue affecting critical 

infrastructure that cannot be managed by standard crisis 

management organizations. Similarly, in Czechoslovakia, a 

"cyber crisis" can be declared if the security of information 

systems jeopardizes national interests [4]. 

A cyber crisis refers to crises occurring within the 

cyberspace domain. The US Patriot Act defines critical 

infrastructure as systems and assets, both physical and virtual, 

whose damage would impact national security, the economy, 

public safety, health, or a combination of these [32]. Based on 

these definitions, a cyber crisis is an event affecting national 

critical infrastructure that disrupts essential business processes, 

threatens national interests, and generates uncertainty, 

necessitating immediate technical and strategic decisions. A 

cyber crisis typically begins with a cyber incident that 

escalates to an unusual scale, causing significant damage to 

organizations and nations [27]. 

 

2.5 Socio-technical approach 

 

Historically, incident response has predominantly focused 

on the technical aspects of issues [33]. However, humans are 

often considered the weakest link in the cybersecurity chain 

[10]. As research progresses, organizational incidents are 

increasingly recognized as resulting from the interactive 

complexity and socio-technical challenges that arise from 

unfamiliar or unsafe conditions and risky actions by 

individuals within organizations [34]. Incident response 

contributes to a broader perspective on information security 

management by conceptualizing information security as a 

socio-technical system [33]. 

A socio-technical system approach involves developing a 

system that integrates both human and technical elements [17]. 

This approach analyzes work systems through two concurrent 

investigations: one examining potential deviations that impede 

the conversion process and the other gathering necessary 

information to design and implement jobs that promote worker 

engagement and commitment [13]. Socio-technical systems 

encompass six perspectives (Figure 1): 

goals/metrics/visions/values, processes/procedures, people, 

culture, technology, and buildings/infrastructure [17].  

 

 
 

Figure 1. Socio-technical system approach by clegg et al. 

[17] 

 

The hexagonal socio-technical framework presented above 

conceptualizes work as a complex system integrating both 

technical and socio elements. The technical components 

include technology, infrastructure, and processes, while the 

socio components encompass people, culture, and goals [17]. 

Goals refer to the objectives an organization aims to achieve 

or prioritize, particularly when addressing large-scale cyber 

incidents [35]. Processes or procedures denote the stages 

involved in managing cyber crises. People are the operators, 

staff, or stakeholders involved in responding to cyber incidents 

during a crisis. Infrastructure includes the physical and 

network facilities utilized, including those affected by cyber 

attacks. Culture pertains to the organizational habits or 

practices. Finally, technology encompasses the tools 

employed to manage cyber crises. 

 

 

3. RESEARCH METHODOLOGY 

 

This study employs a Systematic Literature Review (SLR) 

methodology, as proposed by Sepúlveda Estay [36], to 

examine the capabilities required for effective cyber crisis 

management on a national scale. The review encompasses 

incident response, general crisis management, and cyber 

defense capabilities from a socio-technical perspective, 

aiming to detail the capabilities necessary for managing large-

scale cyber crises. Additionally, the review analyzes existing 

variables, frameworks, and standards for cyber crisis 

management to develop effective capabilities. 

A Systematic Literature Review (SLR) is a formalized and 

repeatable process for documenting relevant knowledge 

within a specific research domain. It functions as a secondary 

study that applies a well-defined methodology to identify, 

analyze, and interpret all available evidence pertinent to a 

specific research question, ensuring that the process is 

unbiased and replicable [1]. The SLR process involves three 

stages: planning the review, conducting the review, and 
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reporting the review [37]. For article selection, the study 

employs the "Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA)" protocol [38], which 

is widely utilized for locating literature in research related to 

computer security [39]. 

 

3.1 Identify research statement 

 

The primary aim of this study is to identify effective 

capabilities for managing cyber crises on a national scale. To 

achieve this, the SLR approach will address the following 

questions: 

1. What incident response capabilities are related to cyber 

crisis management capabilities? 

2. What general crisis management capabilities are 

related to cyber crisis management capabilities? 

3. What cyber defense capabilities are related to cyber 

crisis management capabilities? 

4. What are the most recent frameworks and capabilities 

in cyber crisis management according to the literature? 

 

3.2 Study identification and selection 

 

To identify relevant studies, we utilized Scopus.com as the 

primary database, applying the following criteria as shown in 

Table 1. 

The search terms included "cyber crisis," "crisis 

management capability," "cyber defense capability," and 

"incident response capability," following the criteria specified. 

3.3 Study screening and extraction 

 

The search yielded 475 articles from the Scopus database, 

which were then screened. After removing 96 duplicate 

articles, 379 articles remained. Following this, 212 articles 

were excluded due to lack of full texts, being conference 

proceedings, or not being in English, resulting in 167 articles. 

Of these, 43 articles could not be retrieved, leaving 124 

approved articles. Further filtering based on relevance 

excluded 36 articles unrelated to computer science, 21 articles 

not aligned with the study’s focus, and 23 articles not 

addressing incident response or crises. Consequently, 44 

articles were obtained and downloaded from the Scopus 

database. 

Additionally, references were gathered from other sources: 

2 documents from organizations that publish international 

reports and best practices, 3 documents from journal citations, 

1 dissertation thesis, and 1 book chapter, contributing 7 

additional documents to the reference list. Therefore, the total 

number of documents analyzed was 51. The detailed selection 

process using the PRISMA method is depicted in Figure 2.  
 

Table 1. The selection criteria 
 

Criteria Limitation 

Year from 2018 

Year to 2024 

Tier (Q1, Q2, Q3, Q4) Q1, Q2, Q3, Q4 

Accessability All Open Access, Gold, Hybrid Gold 

 

 
 

Figure 2. PRISMA 2020 flow diagram for SLR 

 

 

4. RESULTS AND DISCUSSION 

 

In developing the conceptual model of the cyber crisis 

capabilities framework, we conducted an identification of 

cyber crisis management processes in five advanced countries: 

Australia, the United States, Estonia, China, and the 
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Netherlands. The benchmarking results allowed us to identify 

the core processes in cyber crisis management, which were 

subsequently translated into nodes for coding in Nvivo. The 

capabilities formulated in Nvivo were then quantitatively 

validated using the Delphi method across two rounds, resulting 

in a convergent cyber crisis management framework.  

 

4.1 Benchmarking cyber crisis management with five 

advanced countries 

 

At this stage, benchmarking analysis was conducted to 

formulate the proposed cyber crisis management steps. The 

comparison was made among five advanced countries 

recognized for their mature management of cyber crises and 

proven experience in handling such crises, thus serving as a 

reference for cyber crisis management. Table 2 below presents 

the results of the comparison among China, Australia, Estonia, 

the United States, and the Netherlands, along with the 

proposed framework.  

Prior to coding the capabilities using Nvivo from a socio-

technical perspective, nodes were defined based on the 

mapping of capabilities for each core process proposed. This 

mapping was based on six socio-technical aspects: Goals, 

Technology, People, Infrastructure, Procedure, and Culture. 

This mapping can be seen in Table 3. 

Subsequently, coding analysis will be conducted in Nvivo 

based on the identified nodes derived from the core processes. 

 

4.2 Identification of capabilities through Nvivo analysis 

 

At this stage, the results from the Systematic Literature 

Review (SLR) will be further analyzed using Nvivo software. 

Nvivo is a Computer-Assisted Qualitative Data Analysis 

Software (CAQDAS) tool that assists qualitative researchers 

in collecting, organizing, analyzing, visualizing, and reporting 

their data [40]. All results from the reference search were 

processed with the aid of Nvivo. The data processing stage 

involved in putting the reference collection data and coding it 

from a socio-technical perspective. The results of the coding 

process include word clouds, project maps, and mind maps. 

The data processing with NVivo 12 Plus is illustrated in Figure 

3. 

Additionally, the results of the Nvivo coding analysis are 

presented in the form of word clouds (Figure 4), project maps 

(Figure 5), and mind maps (Figure 6). 

 

Table 2. Results of the cyber crisis management benchmark and proposed framework 

 
Key Processes of Crisis 

Management 
China Australia Estonia 

United 

States 
Netherland Proposed Framework 

Monitoring      

1. Cyber Incident Monitoring and Reporting 

2. Gradual Implementation of Cyber Incident 

Response 

3. Cyber Crisis Assessment 

4. Early Warning 

5. Declaration of Cyber Crisis Status 

6. Formation of Cyber Crisis Task Force/Team 

7. Establishment of Cyber Crisis Center 

8. Cyber Crisis Mitigation, including Scope 

Identification and Analysis, Isolation of 

Affected system, Evidence Pooling and 

Preservation, Investigation and Eradication 

9. Attribution 

10. Hardening of All Systems 

11. Activation of Communication Protocols 

12. Information Control 

13. Recovery 

14. Mitigation Reporting 

15. Termination of Cyber Crisis 

16. Impact Calculation and Evaluation 

17. Continuous Improvement 

Detection   - - - 

Assessment     - 

Incident Identification      

Incident Reporting      

Incident Response      

Incident Analysis and 

Classification 
     

Critical Warning System     - 

Declaration of Cyber Crisis -   -  

Establishment of Crisis 

Center 
     

Crisis Mitigation and 

Recovery (Coordination and 

Technical Response) 
     

Crisis Communication - -   - 

Investigation and digital 

evidence collection 
     

Attribution (if the 

perpetrator is identified) 
     

System Security Updates 

(Hardening) 
 - -   

Crisis Termination -  - - - 

Reporting and Evaluating      

Lesson learned and 

Improvement 

recommendations 
     

 

 
 

Figure 3. Nvivo 12 data processing 
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Table 3. Nodes identification 

 

Socio Technical 

Dimensions 
Key Process Mapping Nvivo Nodes 

Goals 

• Formulation of contingency plan 

• Attribution (Attribution settings) 

• Activation of Communication protocols (Communication protocol 

settings) 

1. Regulations and Security Policy 

Infrastructure 

• Establishment of the Cyber Crisis Task Force 

• Establishment of the Crisis Command Center 

• Cooperation between agencies, public-private and international 

• Budget and logistical support 

2. Cyber Crisis Team 

3. Organization/Crisis Command Center 

4. Stakeholders Collaboration 

5. Budget and Logistics 

People 
• Community assistance, legal experts, academics, public 

communication 

6. Cyber security expert 

7. Digital Forensic expert 

8. Law Expert 

9. Public communication with 

interpersonal skill 

Procedure 

• Contingency plan simulation 

• Monitoring, Detection, Analysis 

• Cyber Incident Reporting and Crisis Management 

• Implementation of Incident Response 

• Assesmen Krisis Siber 

• Determination of crisis status 

• Crisis Management 

• Recovery 

• Termination 

• Impact Calculation and Evaluation 

10. Business Continuity 

Management 

11. Compliance 

12. Crisis dissemination and 

Situational Awareness 

13. Incident Response Procedure 

14. Risk assessment 

15. Definition and threshold of 

crisis 

Technology 

• Cyber Incident Reporting (Technology, Procedure) 

• Early Warning 

• Simulation of contingency plans / mankris Monitoring, detection and 

analysis (culture, procedure, technology) 

• Implementation of Cyber Incident Response 

16. Digital Forensic tools 

17. Information sharing platform 

18. Network Security Monitoring 

19. Network Segmentation 

20. Security Control 

21. Security Operation Center 

(SOC), meliputi: 

22. Service Level Agreement 

(SLA) 

Culture 
• Contingency plan simulations 

• Continuous Improvement 

23. Awareness 

24. Lesson learned 

25. Training and Capacity 

Building 

 

 
 

Figure 4. Word cloud 
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Figure 5. Project map results 

 

 

 

Figure 6. Mind map of cyber crisis capability 

 

The word frequency analysis, represented as a word cloud 

(Figure 4), shows that several terms frequently appear in the 

SLR results. With a minimum word length setting of five 

characters, high-frequency words include "cyber," "security," 

"cybersecurity," "incident," "analysis," "information," 

"management," "crisis," "attack," "response," "organizations," 

and "national" and "international." These prominent terms 

offer preliminary insights into the capabilities that are crucial 

for development. 

Subsequently, a project map analysis was conducted on the 

SLR data. The project map provides a visual representation of 

the results from the coding of cyber crisis management 

capabilities, making the findings more accessible. The 

capability variables are identified from a socio-technical 

perspective, which includes people, processes, goals, 

technology, culture, and infrastructure. Figure 5 displays the 

results of the project map analysis. 

The project map results indicate that all references 

contribute to the six socio-technical elements identified, with 

each variable comprising several sub-variables. The detailed 

mapping of variables and sub-variables derived from the 

coding process is presented in Figure 6. 

From the Nvivo data processing of the SLR, 27 primary 

capabilities along with 31 supporting capability elements for 

managing cyber crises were identified. Among the 27 

capabilities identified through the NVivo coding results, it is 

evident that the majority of cyber crisis response capabilities 

are reflected in the incident response nodes, cybersecurity 
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expert nodes, and crisis communication nodes. Only two 

sources have indicated that ticketing is a component of cyber 

crisis management capability. According to most references 

and sources, incident response is pivotal in addressing cyber 

crises [16, 18, 30, 41-45]. Additionally, cybersecurity 

expertise plays a critical role during crises [26, 30, 41-43, 46, 

47]. Conversely, socio-technical capabilities such as crisis 

communication are also essential for effectively managing 

cyber crises [39, 48-53]. 
 

4.3 Validation of identified capabilities 

 

To validate the identified variables and capability indicators, 

we conducted an expert survey using the Delphi method. The 

Delphi technique involves soliciting expert opinions through 

iterative rounds to develop a consensus on multi-agency 

management [54]. The identified capabilities served as the 

basis for the expert survey, which was evaluated by 11 experts 

according to the following criteria in Table 4 below. 

The expert survey used a Likert scale from 1 to 9, ranging 

from "Not Important at All" to "Extremely Important." The 

survey was conducted in two rounds to ensure valid results. 

The results from Round 1 are presented in Figure 7. 

Overall, the Round 1 analysis revealed 7 capability 

indicators that were divergent or not yet agreed upon and 53 

indicators that were convergent or agreed upon. Additionally, 

experts provided feedback to consolidate indicators with 

similar meanings and suggested modifications to variables. 

Consequently, in Round 2, the number of capability indicators 

was reduced from 60 across 8 variables to 44 indicators across 

the same 8 variables. Detailed results from the Delphi method 

in Round 2, which achieved overall convergence, are shown 

in Table 5. 

From the final results of the Round 2 expert survey, all 44 

indicators were found to be convergent (Standard deviation < 

1.5) and agreed upon as essential capabilities for managing 

cyber crises.  
 

4.4 Proposed model of cyber crisis capability framework 
 

Furthermore, we developed a new cyber crisis capabilities 

model, as illustrated in Figure 8. This model is divided into 

eight variables: security regulations and policies; clarity and 

compliance; technological reliability; human capital 

competence; resources and budget; organizational structure; 

stakeholder collaboration; and cultural integration. This model 

encompasses all aspects from a socio-technical perspective 

and represents a novel contribution to the field of cyber crisis 

management.  
 

Table 4. Experts list 
 

Positions/Institutions Amount 

High-level Government Officials in the field of 

cybersecurity 
2 individuals 

Military CSIRT Managers 3 individuals 

IT Managers in Major Private Companies 2 individuals 

Lecturers and Professors in IT 3 individuals 

IT Security Researchers 1 individual 

 
 

Figure 7. Round 1 results of Delphi method 
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Table 5. Delphi method round 2 results 

 

No. Instruments 
Panelist 

Mean SD Conclusion 
1 2 3 4 5 6 7 8 9 10 11 

A Security Regulations and Policies 

1 Cyber crisis management 5 9 8 9 9 9 9 9 9 9 9 8.55 1.21 Convergent 

2 Offensive Defense 5 9 7 9 9 9 9 9 8 9 9 7.08 1.29 Convergent 

3 Crisis Communication P 8 9 7 9 9 9 8 8 8 8 8 7.00 0.65 Convergent 

4 Attribution Mechanism 7 9 7 8 9 9 9 9 9 8 9 7.15 0.82 Convergent 

5 Incident Response Mechanism 9 9 7 7 8 9 9 9 9 9 8 7.15 0.82 Convergent 

6 Business Continuity Management 7 9 8 8 8 9 9 9 9 8 8 7.08 0.67 Convergent 

7 Risk Management Guidelines 8 7 7 9 7 9 8 9 9 7 8 6.77 0.89 Convergent 

8 Security Controls Procedure 8 9 7 9 9 9 9 9 8 8 9 7.23 0.69 Convergent 

9 
Integration of Security Policies with Organizational 

Objectives 
7 9 7 8 9 9 9 9 7 8 9 7.00 0.90 Convergent 

B Organizations 

1 Cyber Crisis Command Center 6 9 6 8 8 9 9 9 9 9 8 6.92 1.17 Convergent 

2 Formation Cyber Crisis Team 5 9 7 9 8 9 9 9 9 8 8 6.92 1.25 Convergent 

3 Clearly Defined Roles and Responsibilities 7 9 9 8 7 9 8 9 8 9 9 7.08 0.81 Convergent 

C Human Capital Competence 

1 Cybersecurity Experts 8 9 8 8 8 9 8 9 8 9 8 8.36 0.50 Convergent 

2 Digital Forensic Experts 8 9 8 8 8 9 9 9 7 9 8 8.36 0.67 Convergent 

3 Legal Experts 8 9 8 8 8 9 9 9 8 9 8 8.45 0.52 Convergent 

4 Public Communication Experts 8 7 7 7 8 9 9 9 8 9 5 7.82 1.25 Convergent 

5 Adequate and Skilled Human Resources 6 7 7 9 8 9 8 9 7 9 5 7.64 1.36 Convergent 

D Clarity and Compliance 

1 Compliance with Security Controls 7 9 7 8 7 9 8 9 9 6 8 6.69 1.04 Convergent 

2 Risk and Vulnerability Assessment 7 9 8 9 7 9 9 9 7 9 8 8.27 0.90 Convergent 

3 Identification of Critical Assets 9 9 8 8 8 9 9 9 7 9 8 8.45 0.69 Convergent 

4 Definition and Thresholds for Cyber Crises 9 9 8 8 7 9 9 9 7 9 8 8.36 0.81 Convergent 

5 Policies Updated and Monitored 7 9 8 8 7 9 9 9 9 9 8 7.08 0.81 Convergent 

E Technology Reliability 

1 
SOC Capabilities. including SOAR, IDS, Ticketing, 

CTI Tools, SIEM Systems, etc. 
9 9 8 8 7 9 9 9 9 8 8 7.15 0.69 Convergent 

2 Digital Forensic Tools 6 9 8 5 8 9 9 7 9 7 9 6.62 1.40 Convergent 

3 Secure Information-Sharing Platform 7 9 7 8 7 9 9 9 8 7 9 6.85 0.94 Convergent 

4 Network Security Monitoring Tools 8 9 8 8 8 9 8 9 9 8 8 7.08 0.50 Convergent 

5 Encryption and Authentication System 8 9 8 8 8 9 9 9 7 5 8 8.00 1.18 Convergent 

6 Network Segmentation 9 9 8 7 8 9 8 9 9 8 8 7.08 0.67 Convergent 

7 Service Level Agreements (SLAs) 7 9 7 7 7 9 8 9 9 7 8 6.69 0.94 Convergent 

8 Communication Channels and Protocols 8 9 8 8 7 9 8 9 7 7 8 6.77 0.77 Convergent 

9 Knowledge Management System 6 9 7 8 7 9 9 9 8 7 5 6.46 1.36 Convergent 

F Cultural Integration 

1 Cybersecurity Awareness 9 9 8 8 8 9 9 9 7 9 8 8.45 0.69 Convergent 

2 Cybersecurity Exercises 8 9 8 9 8 9 9 9 7 9 8 8.45 0.69 Convergent 

3 Leadership Commitment 9 9 8 8 8 9 9 9 8 9 8 8.55 0.52 Convergent 

4 Training and Capacity-Building 7 9 7 9 7 9 9 9 8 8 8 6.92 0.87 Convergent 

5 Lessons Learned 5 9 8 8 8 9 8 9 8 8 8 6.77 1.10 Convergent 

6 Information and Intelligence Sharing 7 9 8 8 7 9 8 9 8 7 8 6.77 0.77 Convergent 

G Stakeholder Collaboration 

1 Partnerships with Domestic Stakeholders 9 9 8 8 7 9 8 9 7 8 8 6.92 0.75 Convergent 

2 Collaboration with the IT Security Community. 6 8 7 6 7 9 8 9 7 7 8 6.31 1.04 Convergent 

3 International Cooperation 6 9 8 8 8 9 8 9 9 9 8 7.00 0.90 Convergent 

4 
Dissemination of Information and Situational 

Awareness 
7 9 6 8 7 9 9 9 8 7 8 6.69 1.04 Convergent 

5 Contact Point List 9 9 6 8 8 9 9 9 9 9 9 7.23 0.93 Convergent 

H Resource and Budget 

1 Sufficient Budget 9 9 9 9 9 9 9 9 8 9 8 7.46 0.40 Convergent 

2 Effective Resource 9 9 9 8 8 9 9 9 9 7 9 7.31 0.67 Convergent 

 

To enhance practicality, we propose developing a cyber 

crisis management model in the form of a checklist, as detailed 

in Table 6. 

The proposed model can be visualized as an interconnected 

framework where each variable or criterion influences and 

supports the others, ensuring a comprehensive approach to 

cyber crisis management. The explanation of each component 

is as follows: 

1. Security Regulations and Policies;  

 Serve as the foundation, ensuring that all efforts are 

formalized and aligned with the strategic goals of the 

organization [55]. 

2. Clarity and Compliance;  

 Control the rules and standards used as references. 

Ensure proper implementation of all regulatory 

components and best practices to support cybersecurity 

[47].  

3. Technological Reliability;  

 Ensure the availability of tools and platforms necessary 

for detecting, analyzing, and responding to cyber threats, 
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with up-to-date and active technology [56]. 

4. Human Capital Competence; 

 Ensure the organization has personnel trained in 

managing and responding to cyber crises [57].  

5. Resource and Budget;  

Ensure adequate resources and budgets for cyber crisis 

management, covering both quantity and quality [58, 59].  

6. Organizations; 

A formal approach to cyber crisis management involves 

establishing a point of contact [54, 60], which typically 

includes a cyber crisis team with clearly defined roles 

and responsibilities. 

7. Stakeholder Collaboration, and  

Efforts to manage cyber crises require collaboration not 

only within the country but also internationally [60]. 

Cooperation between Computer Security Incident 

Response Teams (CSIRTs) at domestic, bilateral, 

regional, and multilateral levels plays a crucial role, 

particularly in sharing information, lessons learned, and 

providing technical assistance [23]. Engaging with the 

private sector and the cybersecurity community is also 

vital and can facilitate the resolution of cyber crises [61]. 

8. Cultural Integration 

Promote a culture of security awareness and continuous 

improvement [62]. 

This model fulfils the novelty aspect by integrating all 

required components holistically. It combines strategic 

objectives with operational and tactical elements, ensuring that 

every level of the organization is prepared to address cyber 

crises. By emphasizing the importance of training, updating 

policies, and advancing technologies in response to emerging 

threats, the model supports continuous improvement. 

Additionally, its focus on collaboration and cooperation 

among stakeholders highlights the significance of unity in 

managing crises, supported by the ongoing development of 

cybersecurity awareness. Consequently, this model serves as a 

comprehensive framework for organizations seeking to 

enhance their cyber crisis management capabilities.  
 

 
Figure 8. Octagon model of cyber crisis capability 

framework 

 

Table 6. Cyber crisis management capabilities checklist 

 
I. Security Regulations and Policies 

 Cyber Crisis Management Guidelines 

 Offensive Defense Doctrine 

 Crisis Communication Procedure 

 Attribution Mechanism Policy 

 Comprehensive Incident Response Mechanism 

 Business Continuity Management and Procedures 

 Risk Management Guidelines 

 Security Controls Procedure 

 Integration of Security Goals and Policies with 

Organizational Strategic Objectives 

II. Clarity and Compliance 

 Regular Testing and Maintenance of Compliance with 

Security Controls and Best Practices 

 Periodic Risk and Vulnerability Assessment 

 Identification of Critical Assets 

 Definition and Thresholds for Cyber Crises 

 Policies Updated and Monitored to Align with Evolving 

Threats and Regulations 

III. Technological Reliability 

 Comprehensive Security Operations Center (SOC) 

Capabilities, including SOAR, IDS, Ticketing, CTI 

Tools, SIEM Systems, etc. 

 Digital Forensic Tools 

 Secure Information-Sharing Platform 

 Network Security Monitoring Tools 

 Encryption and Authentication System 

 Network Segmentation 

 Implementation of Service Level Agreements (SLAs) 

 Establishment of Communication Channels and 

Protocols for Crisis Management 

 Knowledge Management System 

IV. Human Capital Competence 

 Availability of Cybersecurity Experts 

 Availability of Digital Forensic Experts 

 Availability of Legal Experts 

 Recruitment and Training of Public Communication 

Experts with Strong Interpersonal Skills 

 Adequate and Skilled Human Resources 

V. Resource and Budget 

 Sufficient Budget Allocation 

 Effective Resource Management for Cyber Crisis 

Initiatives 

VI. Organizations 

 Establishment of a Robust Cyber Crisis Command 

Center as the Main Contact Point 

 Formation of a Well-Structured Cyber Crisis Team 

(Strategic, Operational, and Tactical Teams) 

 Clearly Defined Roles and Responsibilities 

VII. Stakeholder Collaboration 

 Development of Strong Partnerships with Domestic 

Stakeholders (especially CSIRT and Private Sectors) 

 Ongoing Collaboration with the IT Security 

Community. 

 Cooperation with International Stakeholders (Bilateral, 

Regional, and Multilateral) 

 Dissemination of Crisis Information and Maintenance 

of Situational Awareness Using Available Contact 

Points 

  Availability of a Contact Point List 

VIII Cultural Integration 

 Promotion of Cybersecurity Awareness 

 Regular Cybersecurity Exercises and Drills 

 Leadership Commitment to Cybersecurity 

 Continuous Training and Capacity-Building Programs 

to Foster a Proactive Cybersecurity Culture 

 Formal Discussion Forums for Implementing Lessons 

Learned from Past Incidents or Crises 

 Information and Intelligence Sharing with All 

Stakeholders through a Secure Platform 

 
 

5. CONCLUSION 

 

In this study, a systematic literature review (SLR) was 

conducted to identify the capabilities required for effective 

cyber crisis management at the national level. Addressing the 
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main research questions, we reviewed 51 credible sources 

using PRISMA protocols and benchmarked five advanced 

countries to develop an ideal workflow. Coding analysis with 

NVivo 12 Plus software followed with validation through two 

rounds of the Delphi method, resulted in 8 variables with 44 

capabilities indicators. These capabilities were elaborated into 

a comprehensive octagon model with eight key variables: 

security regulations and policies; clarity and compliance; 

technological reliability; human capital competence; resource 

and budget management; organizational structure; stakeholder 

collaboration; and cultural integration. This model, detailed 

into specific indicators, forms a comprehensive checklist that 

enables organizations to measure their readiness and enhance 

their preparedness for future cyber crises effectively.  

The practical implications of this research are significant. 

By providing a structured framework and a detailed checklist, 

organizations—particularly at the national level—can 

systematically assess and improve their cyber crisis 

management capabilities. The octagonal model integrates both 

technical and socio-technical aspects, ensuring a holistic 

approach to managing cyber crises. Policymakers and security 

practitioners can use this model to develop robust strategies 

and action plans, thereby enhancing national cybersecurity 

resilience.  

However, this study has several limitations. Some variables 

may require deeper exploration due to the limited number of 

references used in the SLR. Future research should focus on 

validating these findings and examining each indicator in 

greater detail. Additionally, empirical testing of the model in 

various organizational contexts would provide valuable 

insights into its practical applicability and effectiveness. The 

checklist framework could also be developed into a maturity 

model by formulating questions based on the identified 

indicators. 

In conclusion, this research contributes to the field of cyber 

crisis management by offering a comprehensive, integrated 

framework that organizations can use to improve their crisis 

response capabilities. Continuous improvement, regular 

training, policy updates, and fostering collaboration between 

stakeholders are essential for maintaining a proactive 

cybersecurity posture. Future research should aim to refine the 

model further, validate its effectiveness, and explore 

additional capabilities as cyber threats evolve.  
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