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 Earlier methods of signature based threat detection are no longer enough to detect threats. 

Fencing your network and access is also ineffective in stopping malicious actors because 

the IT infrastructure is continuously being shifted to the cloud. Continuous data collection, 

monitoring and watching out for any malicious behaviors can detect zero day or unknown 

threats as well. This paper focuses on one of the most important and widely used 

collections of such tools which are built around Elasticsearch (ES). This paper explains 

Elasticsearch and its ecosystem of tools like Filebeat and Kibana. A test bed is set up 

consisting of Apache Web server, Elasticsearch, Filebeat and Kibana. Also the machine 

learning (ML) capabilities of Elasticsearch are demonstrated with manually injected 

anomalies in the metric data collected for the web server. 
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1. INTRODUCTION 

 

Data collection is essential in many areas for effective 

business decision-making, quality assurance, research 

integrity, and cyber security as well. One of the most important 

things is that the data should be collected in the right way. A 

well-structured and efficient data collection process is 

important to get the right outcomes. Collecting data is the most 

comprehensive part of an information security risk assessment 

process [1]. Earlier security tools were signature-based but as 

the threat actors are getting sophisticated, the tools relying on 

signatures are rendered useless. New-age security tools must 

continuously monitor activities to detect deviation from usual 

behavior thereby catching the early indicators of an attempted 

compromise [2]. With the right data, these tools help security 

teams to catch zero-day attacks [3], and hence collecting the 

right data, in the correct schema, and removing noise from data 

becomes paramount. 
Having the right data is one part of the puzzle because even 

if we have gathered the data, extracting any insight requires 

considerable effort. As security tools need all-round visibility, 

they need to collect a lot of data, and analyzing large data sets 

like these needs very efficient storage and querying 

capabilities. Analyzing data is a component that requires a 

significant amount of time and that too working with massive 

quantities of data, especially text, demands a considerable 

amount of effort [4]. At times, data needs to be preprocessed 

to optimize the storage, it may also need to be transformed and 

aggregated to make searching more efficient. Data analysis 

yields insights and these insights can be consumed either in 

textual, tabular, or visual form. Large datasets are easier to 

understand in visual form. Different charts, graphs, and images 

help us understand trends and insights in a much more intuitive 

way than churning numbers in tables or text.  

There has been a lot of work already done in the field of 

data collection, processing, and visualization, both by 

researchers and commercial developers. As a result, there are 

many open-source as well as commercial tools available for 

data collection, analysis, and visualization. Various file 

formats and storage optimizations are developed to store data 

efficiently, whereas there has been the advent of ETL (extract, 

transform, and load) tools, query engines, and AI/ML 

frameworks to aid the analysis of the data. Numerous 

visualization frameworks and dashboarding tools are created 

to aid researchers in visualizing the data. One such tool, which 

has an entire ecosystem for all the data collection, analysis and 

visualization needs is Elasticsearch. The Elasticsearch 

ecosystem contains Elasticsearch (data storage and analysis), 

Logstash, Filebeat (Data collection), and Kibana 

(Visualization) [5-7]. 
In this paper, we have described and demonstrated the use 

of ELK (Elasticsearch, Logstash, Kibana) and Filebeat 

ecosystem to collect, analyze, and visualize data from web 

servers. Also demonstrated the use of built in machine learning 

capabilities of Elasticsearch. The rest of the paper is organized 

as: section 2 explains related work, section 3 presents a data 

collection ecosystem. Section 4 precisely explains data 

analysis. Section 5 describes data visualization in detail. 

Section 6 explains the experiment and results about machine 

learning features of Elasticsearch. Finally, section 7 ends with 

a concise overview of findings and a discourse. 
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2. RELATED WORK 

 

The primary aim of this research is to describe and 

demonstrate the Elasticsearch ecosystem. This section will 

explore how Elasticsearch has been used in earlier research. 

Each approach detailed in the literature fulfills a distinct use 

case. Taylor et al. [4] have used indexing and searching 

capabilities of Elasticsearch while leaving machine learning 

for future work. Tsung et al. [5] applied Elastic Stack to 

improve effectiveness of searching and analyzing traffic 

control data in their research, they also did not exploit the full 

potential of Elasticsearch’s machine learning capabilities. 

Papadimitriou et al. [7] have used ELK stack to ingest 

heterogeneous data and created Kibana dashboards to 

visualize this data and identify anomalies. They have also used 

a Logstash plugin to pull data from rabbitMQ. Zamfir et al. [8] 

have proposed the monitoring system based on Logstash, 

Elasticsearch and Kibana. Their goal was to check whether 

ELK stack satisfies the technological requirement of such a 

system, which they conclude in resounding yes. This system 

was not put to the test though as it was left for future work 

along with anomaly detection using machine learning 

capabilities. Elasticsearch was put to test in terms of read and 

write performance by Ansari et al. [9]. They compared 

Elasticsearch, Cassandra, MongoDB, Hbase and found 

Cassandra to be the best among all. However, this was purely 

based on a performance criterion of read and write operations 

while ignoring the overall advantage of the large ecosystem of 

Elasticsearch. Gutiérrez and Pérez Vera [10] integrated 

Elasticsearch with Big Query using Pub/Sub and Cloud 

functions. While doing so they highlighted the ability of 

Elasticsearch to handle large volumes of data and visualize it 

using Kibana dashboards. Hamilton et al. [11] used ingestion, 

aggregation and visualization tools of ELK stack to handle 

data from industrial control applications at CERN. Authors 

deferred the use of machine learning and alerting framework 

for the future work. Calderon et al. [12] demonstrated the 

deployment and assessment of an IoT platform by utilizing 

Elastic Stack and Apache Kafka for overseeing and 

supervising IoT networks. They also used Kibana for 

dashboarding. In the study by Shah et al. [13], the author 

presents insights into the standardization and configuration of 

Elasticsearch processes, which contribute to improved 

analytical efficiency. By ensuring a proper configuration of 

Elasticsearch and Kibana, organizations can achieve efficient 

real-time analysis of large volumes of data, allowing 

policymakers to access results immediately in a user-friendly 

format that aids in decision-making. Kononenko et al. [14] 

noted that the shift to Elasticsearch resulted in a substantial 

increase in performance, which rendered their tool ideal for 

real-time operations. In the study by Takaki et al. [15], authors 

have used ELK stack to create a log management system 

which anonymizes the sensitive data. ELK has been used by 

authors [16] as it is open source, easy to deploy and use. It 

satisfied their requirements as a data store, visualization and 

analysis tool. 
    

 

3. DATA COLLECTION ECOSYSTEM 

 

Data consists of facts, symbols, events, figures, and objects 

accumulated from diverse channels. Organizations rely on 

data to make informed decisions, which is why data is gathered 

from diverse sources at different intervals. To enhance 

decision-making, organizations gather data through a range of 

different data collection methods. While data holds significant 

value for organizations, it remains inactive until it is analyzed 

or processed to attain the desired outcomes. 
The digital revolution has led to a significant increase in the 

amount of data generated in recent years. IDC's projections 

indicate that the Global Datasphere is projected to grow from 

33 Zettabytes (ZB) in 2018 to 175 ZB by the year 2025 [17]. 

Cyber attackers are consistently drawn to data as their primary 

objective, making it the most enticing target in almost every 

instance of a cyber-attack. The incorporation of advanced data 

analytics, encompassing artificial intelligence (AI), statistical 

visualization, machine learning, and many similar tools, can 

expose companies to potential harm, as these techniques can 

be used to exploit their data. By analyzing modern and 

historical attack data, businesses can forecast upcoming 

attacks and take proactive measures to reduce the associated 

security threats. To uncover advanced details of different 

cyber-attacks, cyber security tools require data from multiple 

origins. By leveraging big data analytics, corporations are 

empowered to identify potential threats and attack patterns by 

thoroughly analyzing the data associated with the activities 

leading up to the attack. 
The sheer volume of data being generated by today's 

businesses exceeds the capabilities of traditional data 

processing applications and databases. Efficient tools have 

been devised to handle the storage and processing of big data, 

effectively meeting the challenges and scaling as required. 

Among the tools available, there is Elasticsearch, a distributed 

search and analytics engine that serves its purpose effectively 

[8]. 
 

3.1 Elasticsearch 
 

It is an open-source search engine, based on the Apache 

LuceneTM full-text search engine library. Elasticsearch (ES) 

serves as a clustered no-SQL data repository that is 

specifically utilized for housing vast amounts of data, and it 

offers the flexibility to expand horizontally to accommodate 

varying demands [6]. It is equipped with a built-in query 

language and provides AI/ML capabilities. Elasticsearch 

enables swift data analysis, facilitating the rapid execution of 

intricate statistical calculations on extensive datasets. The 

query API offered by ES is exceptionally adaptable, providing 

comprehensive support for sorting, filtering, aggregations, and 

pagination within a single query [9]. It will attempt to 

determine the field mappings, and will automatically add or 

remove new or existing fields. The automatic handling of 

unstructured data by Elasticsearch permits the indexing of 

JSON documents without the necessity of defining a schema 

in advance [9]. By refreshing the index every second as a 

default setting, Elasticsearch is capable of executing near real-

time searches. Data can be searched by users using a 

specialized and adaptable search language called "Query 

DSL", which serves as a simplified version of the Lucene 

query syntax for user convenience [10]. Through its 

aggregation functionality, Elasticsearch is proficient in 

conducting complex analytics on the stored data [6]. As a 

member of the Elastic Stack, Elasticsearch is a crucial element 

within a suite of analytics and visualization tools that are 

purposefully built to effortlessly integrate. These tools are 

primarily employed to enhance the fundamental functionality 

of Elasticsearch, catering to the specific needs of the users. 

The subsequent subsections provide a brief description of 
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other tools within the stack that are applicable to this research. 

 

3.2 Logstash 
 

Logstash serves as a server-side data processing pipeline 

that is free and open-source. It is a component of ELK stack. 

Logstash effectively gathers data from multiple sources, 

applies necessary transformations, and subsequently transfers 

it to your desired storage destination [11, 18]. It is common for 

data to be fragmented or segregated across multiple systems in 

diverse formats. Logstash is equipped with the capability to 

handle diverse inputs, enabling the ingestion of events from a 

multitude of commonly used sources concurrently. 

Conveniently collect data from your logs, metrics, web 

applications, data stores, and multiple AWS services in a 

continuous, streaming format [18]. Logstash operates by 

deploying a shipper, which is a small agent installed on each 

monitored host. The shipper, in this case, is an instance of 

Logstash that has been appropriately configured to collect 

inputs from various sources such as stdin, stderr, and log files. 

These inputs are then transmitted to an indexer using 

ActiveMQ (active message queue). Within the Logstash 

framework, an indexer is an index that has been configured to 

efficiently parse, filter, and route logs and events that are 

received through AMQ [19]. 
Logstash filters play a crucial role in the journey of data 

from its source to storage. These filters meticulously parse 

each event, recognizing specific fields to construct a well-

defined structure [18, 19]. By transforming the data into a 

unified format, Logstash enables more robust analysis and 

enhances the business value derived from it. It also offers a 

range of output options, allowing you to direct data to your 

desired destination and providing the versatility to enable 

numerous downstream applications. This way Logstash 

proves to be a vital tool in the data collection ecosystem of 

Elasticsearch. 
 

3.3 Filebeat 
 

Efficient log data management is a critical component of 

every contemporary organization. Given the rising volume of 

data produced from various origins, it is imperative to possess 

the appropriate tool for gathering, processing, and examining 

log data. Among the well-known open-source tools available 

for log data management, Filebeat stands out as a prominent 

choice. Developed by Elastic, Filebeat functions as a 

lightweight shipper, enabling the seamless forwarding and 

centralization of log data. The primary function of Filebeat is 

to acquire log data from diverse origins, such as files, Syslog, 

and third-party systems, and forward it to a preconfigured 

output location, such as Elasticsearch, Logstash, or Kafka 

[11]. 
By monitoring the log files or specified locations, Filebeat 

diligently collects log events and seamlessly transfers them to 

Elasticsearch, where they are indexed for further analysis and 

processing [12, 18]. Filebeat comes equipped with modules 

designed to streamline the process of collecting, parsing, and 

visualizing observability and security data from various log 

formats. With just a single command, you can effortlessly 

manage these data sources. Filebeat seamlessly integrates with 

the ELK stack, providing a user-friendly and efficient solution. 

This enables you to effectively handle your log files, ensuring 

fast and scalable log management while preserving data 

integrity. 

Filebeat modules come with pre-configured settings for 

popular log formats like Apache, nginx, and MySQL logs. We 

can utilize them to streamline the configuration of Filebeat, 

parse the data, and analyze it in Kibana using pre-built 

dashboards. File beat modules consist of predefined file sets, 

including access logs and error logs. To find the different 

configurations for each module, navigate to the 

/etc/filebeat/module.d folder. This folder is available on both 

Linux and Mac operating systems. Modules must be enabled 

since they are initially disabled.  
Filebeat's modular design empowers users to quickly and 

effortlessly onboard new data sources, whether it's web server 

logs, cloud infrastructure metrics, or specialized application-

specific logs, without the need for extensive custom 

configurations or complex scripting. The versatility of Filebeat 

modules is further enhanced by their seamless integration with 

the broader Elastic Stack ecosystem, allowing for seamless 

data processing, enrichment, and visualization within the 

Elasticsearch, Logstash, and Kibana components. Moreover, 

Filebeat’s modules can also be deployed in docker 

environments bringing in the telemetry even from your docker 

ecosystem [20]. 
The comprehensive list of Filebeat modules comprises 

Elasticsearch, coredns, apache, cisco, nginx, cef, mysql, aws, 

auditd, envoyproxy, zeek, googlecloud, traefik, haproxy, 

suricata, icinga, santa, ibmmq, redis, iptables, rabbitmq, iis, 

postgresql, kafka, panw, kibana, osquery, logstash mongodb, 

netflow, mssql and nats [21]. There are multiple methods to 

activate modules, with one approach being running a Filebeat 

command to enable specific modules. Another way to enable 

modules is to add a config file for that module under 

modules.d directory. By default, there are sample config files 

for all the modules under this modules.d directory 

with .disabled as extension. We can rename this apache.yml. 

disabled file to apache.yml and make necessary changes in the 

config to enable the Apache module. Figure 1 depicts the 

Elasticsearch ecosystem including Logstash and Filebeat 

along with Filebeat modules. 

 

 
 

Figure 1. Elasticsearch ecosystem 
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4. DATA ANALYSIS 

 

Data analysis involves examining, purifying, converting, 

and structuring data to uncover valuable information and aid 

in the process of making informed decisions. Analyzing data 

is essential in the current data-centric environment. 

Organizations can tap into the immense power of data, by 

utilizing it effectively, which can empower them to make 

strategic choices, streamline operations, and gain a 

competitive edge in the market. Analytics Maturity Models 

provide a useful framework for understanding the evolution of 

analytics capabilities within a business, ranging from basic 

reporting to more advanced predictive and prescriptive 

analytics [22]. 
By converting raw data into meaningful insights, data 

analysis empowers businesses to effectively identify 

opportunities, mitigate risks, and optimize their overall 

performance. This valuable process plays a pivotal role in 

enabling organizations to make informed decisions and drive 

success. The amount of data which needs to be stored and 

analyzed has gone up significantly in recent times, which has 

resulted in convergence in database/storage technologies and 

analytical capabilities like machine learning and artificial 

intelligence [23]. It is also important to note that data analysis 

is helpful when the user or the organization has a good 

understanding of data [23]. 
 

4.1 Built-in analysis in Elasticsearch 
 

Elasticsearch serves as a distributed, RESTful search and 

analytics engine with the ability to handle a wide range of use 

cases. At the core of the Elastic Stack lies its ability to centrally 

store the data, facilitating swift search capabilities, highly 

tailored relevance, and scalable analytics that effortlessly 

adapt to your requirements [6-8, 17]. Elasticsearch can 

efficiently handle large volumes of time-series / real-time data 

[13, 14]. Data investigation is made more efficient and 

straightforward with Elasticsearch Query Language (ES|QL). 

The ES|QL engine enhances search capabilities, resulting in 

increased efficiency and faster resolution through streamlined 

workflows [24]. The analysis of data in Elasticsearch involves 

the utilization of advanced techniques such as custom scoring, 

machine learning, and aggregation. 
 

4.1.1 Custom scoring 
Elasticsearch employs a relevance score to arrange search 

outcomes according to their compatibility with the query [25]. 

Nevertheless, it might be necessary to personalize the scoring 

system to align it more effectively with your particular 

requirements. One common use case for custom scoring is in 

large-scale personalized search and recommendation systems 

[26]. The power of custom scoring in Elasticsearch lies in its 

ability to adapt to the specific needs of each application and 

user. By incorporating domain-specific signals, contextual 

ranking models, and advanced machine learning techniques 

into the scoring function, developers can create highly targeted 

and effective search experiences that cater to the unique 

requirements of their users. For example, in an e-commerce 

application, the scoring formula could incorporate signals like 

product price, inventory levels, user reviews, and past 

purchase history to provide a more relevant and personalized 

search experience [27]. Furthermore, the power of 

Elasticsearch's custom scoring capabilities extends to the 

integration of advanced machine learning techniques, such as 

neural network-based ranking models, trained on large 

datasets of user interactions and preferences, to provide even 

more personalized and accurate search results [27]. 
There exist numerous approaches to attain custom scoring: 
• Scripted Similarity: The concept of scripted similarity in 

custom scoring has garnered significant attention, as it 

presents a unique approach to evaluating the quality and 

originality of written work. Similarity is a crucial aspect in 

various applications, such as document summarization, 

question answering, information retrieval, and document 

clustering and categorization. The effectiveness of a 

similarity metric may vary based on the specific 

application domains, such as text or image analysis, the 

types of feature formats used, like word count or tfidf, and 

the classification or clustering algorithms employed [28]. 

Painless, Elasticsearch's scripting language, allows for the 

creation of a personalized similarity algorithm. This 

feature proves valuable when implementing ranking 

strategies tailored to specific domains. 

• Function Score Query: Function Score Query allows for 

the customization of the relevance scoring process by 

incorporating various factors into the ranking algorithm. It 

is a versatile tool that enables users to influence the 

relevance scoring of search results by incorporating 

various factors, such as distance, freshness, popularity, or 

custom-defined functions [6]. This feature is particularly 

useful in scenarios where the standard scoring mechanisms 

provided by Elasticsearch may not fully capture the 

nuances of a specific domain or use case [6]. One of the 

key advantages of the Function Score Query is its ability 

to fine-tune the relevance of search results based on the 

specific needs of the application or the user's preferences. 

By incorporating various scoring factors, developers can 

create more personalized and relevant search experiences, 

which is crucial in large-scale personalized search and 

recommender systems. By utilizing functions like field 

value factor, decay functions, or custom scripts, you can 

adjust the relevance score [25]. This adjustment empowers 

you to amplify or diminish the significance of documents 

based on specific criteria. Function score query is one of 

the most powerful features of Elasticsearch because of the 

extensive customization provided by it [29]. 

 

4.1.2 Machine learning 
Elasticsearch, the powerful open-source search and 

analytics engine, has evolved beyond its traditional role as a 

robust text search solution, now offering a suite of integrated 

machine learning capabilities that have the potential to 

transform the way organizations extract insights from their 

data [30]. These machine learning features, seamlessly 

integrated into the Elasticsearch ecosystem, empower users to 

leverage advanced analytics without the need for complex 

external tools or extensive data engineering efforts. By 

incorporating machine learning directly into Elasticsearch, 

organizations can now harness the power of predictive 

modeling, anomaly detection, and other advanced analytics 

techniques within their existing data management 

infrastructure, eliminating the need to maintain separate 

analytical workflows and streamlining the process of 

transforming raw data into actionable insights [30]. By 

leveraging machine learning, Elasticsearch empowers users to 

identify anomalies, predict trends, and categorize data 

effectively. Several important characteristics of machine 

learning are: 
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• Model Inference: Employ pre-trained machine learning 

models to predict results on novel datasets. 

• Anomaly Detection: Leverage unsupervised machine 

learning algorithms to identify unusual patterns in your 

data. This methodology can be highly advantageous in 

detecting fraudulent activities, monitoring the performance 

of your system, or pinpointing outliers within your dataset. 

There are various machine learning algorithms which can 

be used for anomaly detection, with applications to various 

fields including cyber security, IOT etc. [31, 32].  

• Data Frame Analytics: Execute supervised machine 

learning operations, including classification and 

regression, to forecast outcomes or categorize data using 

historical samples. Classification and regression find its 

use in many use cases and diverse applications like 

healthcare [33] and cybersecurity [34]. 

 

4.1.3 Aggregation 
Elasticsearch, a powerful open-source search and analytics 

engine, offers a rich set of features for data analysis and 

visualization, one of which is the powerful aggregation 

framework. Aggregations in Elasticsearch provide a way to 

extract insights and metrics from data, allowing users to go 

beyond simple search and retrieve operations, and instead, 

gain a deeper understanding of their data by uncovering trends, 

patterns, and relationships. Aggregations in Elasticsearch are 

designed to be efficient, scalable, and flexible, enabling 

developers to perform complex data analysis tasks on large 

datasets with ease. Elasticsearch's aggregation framework can 

be used for a wide range of applications, from e-commerce 

product analytics [6] to scientific research data exploration. 

Utilizing aggregations in Elasticsearch offers a potent means 

of examining and summarizing data [13]. These functionalities 

empower you to categorize and derive statistical insights from 

your data using specified parameters. 
• Metric Aggregations: The metrics being calculated 

encompass various statistical measures, including the sum, 

average, and count, for every individual bucket [25]. 

• Pipeline Aggregations: Additional calculations are carried 

out on the outcomes of other aggregations. 

• Bucket Aggregations: Documents are categorized into 

buckets according to specific criteria, including terms, 

ranges, or filters [25]. 

Elasticsearch presents a broad selection of advanced 

analytics functionalities that can aid in extracting valuable 

insights from your data. By utilizing aggregations, machine 

learning, and customized scoring techniques, one can 

effectively carry out intricate data analysis tasks and enhance 

the significance of search outcomes. 
 

4.2 Elasticsearch and third-party tools 
 

Elasticsearch serves as a potent, open-source search and 

analytics engine that is specifically crafted to manage vast 

quantities of data in real-time, offering swift, trustworthy 

search results and valuable insights for diverse applications. 

The ready-made integrations provided by Elastic streamline 

the data ingestion and connection to different data sources, 

making it effortless to store, search, and analyze data from any 

source in your environment. There are Elasticsearch clients 

and APIs in various languages that can be used to interface 

with Elasticsearch. Apart from this, Elasticsearch functionality 

can be extended by using plugins. 

 

4.2.1 Elasticsearch clients 
Most of the applications provide REST APIs to interact with 

the users, these APIs can be used to configure, send inputs and 

get outputs from the applications One of the key features that 

contributes to Elasticsearch's popularity is its ability to provide 

near real-time search capabilities through a RESTful API, 

making it accessible to users across various domains. 

Elasticsearch clients are software libraries that provide a 

programmatic interface for interacting with the Elasticsearch 

cluster. These clients abstract away the underlying HTTP 

protocol, allowing developers to interact with Elasticsearch 

using the programming language of their choice [6]. 

Elasticsearch clients simplify the process of indexing, 

querying, and managing data within the Elasticsearch 

ecosystem, making it more available to a variety of developers 

and organizations. The selection of an appropriate 

Elasticsearch client depends on factors such as the 

programming language, project requirements, and the level of 

complexity needed. For instance, the Java High Level REST 

Client is a popular choice for Java-based applications, as it 

provides a more object-oriented and user-friendly interface 

compared to the low-level Java REST Client. Similarly, the 

Python Elasticsearch Client is a widely-used option for Python 

developers, offering a Pythonic API and support for advanced 

features like asynchronous operations. The choice of an 

Elasticsearch client can also be influenced by the specific 

needs of the project. Some clients may offer more advanced 

features, such as support for routing, filtering, and 

aggregations, while others may prioritize simplicity and ease 

of use. For example, the Go Elasticsearch Client is known for 

its lightweight and efficient design, making it a suitable choice 

for projects with strict performance requirements [6]. In 

contrast, the .NET Elasticsearch Client provides a rich set of 

features, including support for LINQ queries and seamless 

integration with the .NET ecosystem, making it a compelling 

choice for .NET-based applications [6]. 
 

 
 

Figure 2. Elasticsearch clients 

 

Elasticsearch provides official clients for multiple 

languages, ensuring a reliable and convenient solution for 

users. Java, JavaScript, Perl, PHP, Python, Ruby, and .NET 

have official Elasticsearch clients available as shown in Figure 
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2. Additionally, community versions provide support for a 

wide range of other programming languages. 
 

4.2.2 APIs 
Elasticsearch is a database that primarily relies on JSON 

format [15, 35] and is inclined towards accommodating 

unstructured data types, distinguishing itself from other 

databases in the market. It communicates via RESTful APIs 

and consolidates various datasets from logs, metrics, and 

application trace data into a central unit system. In a RESTful 

API, resources are distinguished by URLs, with a variety of 

HTTP methods being used to execute operations on these 

resources. For instance, data can be retrieved using a GET 

request, new data can be created with a POST request, existing 

data can be updated through a PUT request, and data can be 

deleted using a DELETE request. Through standard HTTP 

requests, users are able to engage with the engine using the 

Elasticsearch RESTful API [16]. Users have the capability to 

index and search data using this API, in addition to executing 

different administrative responsibilities like managing indices 

and nodes, configuring security settings, and monitoring 

cluster health. Elasticsearch offers a wide range of APIs, 

including document APIs, Connector APIs, Cluster APIs, and 

numerous others [36]. The official Elasticsearch 

documentation offers extensive and thorough documentation 

of the Elasticsearch API. With Elasticsearch's comprehensive 

API documentation and an array of tools, developers can 

effortlessly interact with Elasticsearch programmatically and 

develop bespoke applications. 

 

4.2.3 Plugins 
Plugins fall into two distinct categories: site plugins and 

code plugins. A site plugin does not add any new functionality; 

it simply serves a web page through Elasticsearch. Examples 

of site plugins include elasticsearch-head, elasticsearch-kopf, 

bigdesk, elasticsearch-hq, and whatson. A code plugin in 

Elasticsearch is a plugin containing JVM code that 

Elasticsearch can execute. These plugins can enhance 

Elasticsearch's functionality, like the AWS plugin for 

snapshotting indices to Amazon S3 or the ICU analysis plugin 

for language-specific text analysis [25]. Some plugins even 

replace internal Elasticsearch components, such as the shard 

distributor and discovery mechanisms. Among the code 

plugins available for Elasticsearch, we have elasticsearch-aws 

and elasticsearch-azure plugins. Additionally, there are 

elasticsearch-lang-* plugins, such as elasticsearch-lang-

python and elasticsearch-lang-ruby, which enable support for 

different scripting languages. These plugins expand the 

capabilities of Elasticsearch by introducing various 

functionalities. Furthermore, there are plugins designed to 

enhance query capabilities, including additional highlighters 

and new types of aggregations. By utilizing a .jar file, 

developers can incorporate any desired functionality into 

Elasticsearch [25]. 
 

4.3 ML frameworks 
 

The Elasticsearch platform is equipped with integrated 

machine learning and AI features, allowing users to extract 

valuable insights and find necessary answers from their data 

using X-Pack [37]. From anomaly detection and supervised 

learning to vector search and natural language processing, 

Elasticsearch offers a wide range of machine-learning 

capabilities. The utilization of AI/ML features in Elasticsearch 

is simplified through user-friendly wizards, making it 

accessible even to inexperienced users. 
Advantages of applying Elasticsearch machine learning to 

the data are: 
• Seamlessly incorporate machine learning into a scalable 

and high-performing platform. 

• Utilize unsupervised learning techniques along with 

preconfigured models to detect observability and security 

concerns without the need to be concerned about training 

an AI model. 

• Utilize practical analytics to detect threats and 

irregularities in advance, speed up issue resolution, 

recognize patterns in customer behavior, and enhance your 

online interactions. 

To use ML with Elasticsearch, you have multiple options: 
• The most convenient choice is to utilize the preexisting 

models [38]. These models serve the purpose of identifying 

particular security risks, aiding in troubleshooting system 

problems, and handling data in languages other than 

English. Additionally, there are exclusive models, such as 

the Elastic Learned Sparse Encoder model, that are readily 

accessible. 

• Users seeking additional or alternative options beyond the 

default models can utilize third-party PyTorch models 

available through platforms such as the HuggingFace 

model hub. 

• One more choice is to import the model that you have 

trained on your own, this assistance is specifically for NLP 

transformers at the moment. 

Elastic offers backing for diverse transformer models and 

numerous supervised learning libraries. The NLP and 

embedding models cover all transformers adhering to the 

standard BERT model interface and employ the WordPiece 

tokenization algorithm [39, 40]. When it comes to supervised 

learning scenarios, Elasticsearch is compatible with trained 

models from scikit-learn [41], XGBoost, and LightGBM 

libraries. In the case of generative AI requirements, 

Elasticsearch presents an API for LLM to manage queries, 

enhance them with context retrieved from Elasticsearch, and 

evaluate the outcomes. 
Given below are the various use cases where Elasticsearch 

machine learning can be used: 
• Anomaly detection to detect issues and threats early 

• Root cause analysis 

• Fraud detection using classification 

• E-commerce product similarity search 

• Job recommendation 

• Patent search 

 

 

5. DATA VISUALIZATION 

 

The process of data visualization entails organizing data 

methodically to enable business users to easily interpret the 

information. Data visualization enhances the significance of 

data by weaving it into a compelling narrative. Every dataset 

holds a unique story waiting to be uncovered through pertinent 

analysis. By harnessing the power of visualization, one can 

effectively uncover hidden data patterns, swiftly extract 

meaningful information, and successfully address all decision-

making dilemmas. Wide range of data visualization options, 

including charts, graphs, and dashboards, that can be 

customized to suit the unique needs of different organizations. 
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For individuals requiring immediate operational decisions, 

real-time visualization can be an invaluable tool. A range of 

alternatives exist for visualizing data, including Kibana, EMR 

notebooks, Elasticvue, Amazon QuickSight, and others [42, 

43]. 
 

5.1 Kibana 
 

Within the ELK stack, Elasticsearch is the backend which 

stores data and supports fast querying [44], while Kibana 

stands as a potent platform for visualization and querying, 

serving as the primary visual component [42, 43]. Kibana 

enables the visualization of data that is stored in an 

Elasticsearch cluster [20]. This encompasses a wide array of 

features, ranging from executing spontaneous queries, and 

generating visualizations like line charts and pie charts, to 

displaying data on dynamic dashboards. Kibana allows for 

seamless interaction with data, offering a superior experience 

compared to manually crafting Elasticsearch queries. 

Manipulating data is straightforward, and transitioning 

between various datasets can be achieved while maintaining 

context. Consequently, Kibana proves to be a valuable 

instrument for conducting data analysis, exploration, and 

investigation [43]. Dashboards play a pivotal role by 

empowering individuals and teams to access comprehensive 

data summaries. Kibana is a widely used tool for monitoring 

data, particularly in the field of observability. By utilizing 

Kibana and the Elastic Stack for observability, one can gain 

valuable insights into application performance, monitor 

service uptime, keep track of hardware and service utilization, 

and more. Additionally, Kibana is commonly employed for 

security analysis and the management of machine learning 

tasks. 
 

5.2 Other user interface tools 
 

While Kibana seamlessly integrates with Elasticsearch, it 

does not offer support for integrating with alternative data 

sources. Hence, the sole purpose of its usage is to visualize 

Elasticsearch data exclusively. In the present era, numerous 

organizations manage data from various sources such as 

NoSQL databases, SQL databases, REST APIs, and more. 

Consequently, the limitation of Kibana solely functioning with 

Elasticsearch might pose a challenge. Numerous alternatives 

exist for Kibana, such as Grafana, Splunk, and Knowi. 
 

5.2.1 Grafana 
An open-source data visualization tool called Grafana offers 

the capability to visualize diverse datasets [45]. It is commonly 

employed alongside InfluxDB, Graphite, and Elasticsearch. 

Grafana offers a range of visualization options that users can 

leverage to represent their data effectively. Users of Grafana 

can develop their plugins and seamlessly integrate them with 

diverse data sources. This software is particularly useful for 

time series analytics, providing users with the capability to 

explore, analyze, and monitor data trends over specific 

timeframes [46]. Through customization features, users can 

tailor data visualization to their liking by adjusting colors, 

sizes, labels, and other elements. The integration of 

Elasticsearch and Grafana provides a robust and scalable 

platform for monitoring and analyzing diverse data sources, 

from infrastructure metrics to application logs and beyond. 

This powerful duo has found widespread adoption in various 

industries, including IT operations, DevOps, and scientific 

research, where the need for efficient data management and 

visualization is paramount. 
 

5.2.2 Knowi 
The ability of BI systems to initiate problem articulation and 

dialogue, as well as facilitate data selection, is crucial in 

supporting organizational knowledge [47]. By enabling users 

to explore data, identify patterns, and engage in collaborative 

analysis, dashboarding tools empower decision-makers to 

make more informed choices; one such important tool is 

Knowi. Knowi is a cutting-edge data analytics platform that 

seamlessly integrates with Elasticsearch and various other data 

sources such as SQL, REST-API, and NoSQL. By utilizing 

data virtualization, it can establish real-time connections with 

any data source, eliminating the need for time-consuming ETL 

processes. With this advanced feature, users can effortlessly 

connect to their Elasticsearch indexes and perform efficient 

analytics on the data [48]. Knowi offers pre-built user 

management functionalities. It enables you to effortlessly 

create roles and users, and subsequently assign them 

permissions to access your dashboards. This feature empowers 

you to effectively regulate the individuals who can view your 

data and dashboards. 
 

5.2.3 OpenSearch dashboards 
OpenSearch Dashboards is a powerful and versatile data 

visualization and exploration platform that has become an 

increasingly essential tool for organizations seeking to gain 

meaningful insights from their data. Designed to seamlessly 

integrate with the OpenSearch ecosystem, this platform offers 

a wide range of features and functionalities that cater to the 

diverse needs of data analysts, developers, and decision-

makers. One of the key strengths of OpenSearch Dashboards 

lies in its ability to transform complex data into intuitive and 

visually appealing dashboards. These dashboards empower 

users to interact with their data, uncover hidden patterns, and 

make informed decisions in record time.  
OpenSearch Dashboards stands as the primary visualization 

solution within the OpenSearch ecosystem [49]. OpenSearch, 

an open-source search and analytics suite, is a collaborative 

endeavor that builds upon Elasticsearch and Kibana. By 

utilizing OpenSearch, users gain the ability to efficiently 

ingest, search, aggregate, visualize, and analyze data, catering 

to various needs such as log analysis. OpenSearch Dashboards 

further enhance the capabilities of Kibana 7.10.2 by 

incorporating a range of community-sourced add-ons and 

plugins, offering notable advantages in terms of compliance 

with SOC 2, CMMC, and NIST standards. 
 

 

6. EXPERIMENT AND RESULTS  

 

The Elasticsearch ecosystem is explained in detail in earlier 

sections. This section demonstrates the usage and the 

capabilities of Elasticsearch, Filebeat, and Kibana with real 

world use cases of anomaly detection using machine learning 

capabilities of Elasticsearch. Subsequent subsections detail 

out the experimental setup, the use cases, and the results. The 

results are properly explained along with the screenshots from 

Kibana. 
 

6.1 Experimental SETUP 

 

The developed architecture, as presented in Figure 3, 
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showcases a system dedicated to collecting, analyzing, and 

visualizing data from a web server. Within the proposed 

system, a client-server architecture is implemented, with the 

Apache web server being responsible for serving requests 

received from web applications. Load is generated on the 

Apache web server by hitting different URLs periodically. 

Filebeat service with the Apache module has been deployed 

and configured to retrieve both Apache access logs and error 

logs, which are then stored in Elasticsearch. Simultaneously, 

the data collection module gathers information about a 

machine's CPU utilization and memory usage. Kibana is 

utilized for data visualization through various graphs. The 

graphs depict CPU and Memory usage as a percentage, while 

the load on the Apache web server is represented by the 

number of requests served. Figure 4 illustrates the default 

dashboard provided by Filebeat. This dashboard has 

visualizations for access logs and error logs. This setup 

demonstrates how the ELK ecosystem, Filebeat, and the 

Apache plugin can be employed to gather data from the 

Apache web server. This experimental setup also highlights 

the ecosystem's ability to collect telemetry and logs from a 

variety of systems with Apache web server being a sample 

data source. 

 

 
 

Figure 3. Architecture for data collection and visualization 
 

 
 

Figure 4. Filebeat dashboard 
 

6.2 Dataset for anomaly and outlier detection 

 

Elasticsearch comes with built-in machine-learning 

capabilities. Notably, it supports anomaly and outlier detection 

out of the box. A dataset consists of CPU utilization, memory 

utilization (both in percentages), the number of requests served 

in 5 seconds, and the number of bytes transferred in 5 seconds. 

Such data samples are collected for over a month and 2 data 

samples in every hour are altered by increasing CPU and/or 

memory utilization. Table 1 gives the details of data collection. 

While altering the values of CPU and memory utilization we 

took care to keep this alteration in a range such that the 

modified value is still a valid value i.e. CPU and memory 

utilization is always in the range of 10% to 100%. This way, 

there are approximately 2 anomalies per hour. Figure 5 shows 

this data in a Kibana dashboard. 

 

Table 1. Details of dataset 
 

Components Details 

Data collection frequency Once every 5 seconds 

Total Samples 5,50,000 

Anomaly injection frequency 
Once every hour (or one in 

every 12 samples) 

Total Anomalies 1500 

 

 
 

Figure 5. Kibana dashboard 
 

 
 

Figure 6. Anomaly explorer 

 

6.3 Anomaly detection 

 

In the experimental setup, a single metric anomaly detection 

job is created. Single Metric Anomaly Detection refers to a 

technique employed to observe a particular time series, which 

consists of a sequence of data points arranged chronologically, 

in order to identify any anomalies or deviations from expected 

patterns of behavior. We selected mean CPU usage as a metric 

because this is one of the attributes that was altered after data 

collection to inject anomalies. The anomaly detection job, on 

a single metric, could find only a couple of anomalies, the 
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results are shown below in Figure 6. 
Even though there are approximately 1500 anomalies, the 

single metric anomaly detection could detect only 2. This 

could be because when we look at a single metric value like 

CPU usage, the values are all within the normal range. The 

anomaly can only be detected when CPU usage is correlated 

with other values like requests served and bytes transferred. So 

next we tried the outlier detection capabilities of Elasticsearch. 
 

 

6.4 Outlier detection 

 

An outlier detection job was created with all four fields, and 

512MB of memory was allocated to it. Upon successful 

completion, the outlier job writes data into another index, and 

along with the original fields in the dataset, it adds the 

information about the outlier score to it. The higher the outlier 

score, the more the chances of the record being an 

outlier/anomaly. Then the filter is applied on the outlier score 

to be greater than or equal to 0.99, and it correctly identifies 

exactly 2 outliers per hour. Figure 7 shows the outliers over 

time for a selected day. 

 

 
 

Figure 7. Outliner detected for given day 

 

Table 2. Comparison of ML features in Elastic Stack  

 
ML Feature 

of ES 

Total 

Samples 
Anomalies 

Anomalies 

Detected 
Accuracy 

Single 

Metric 

detector 

550000 1500 2 <1% 

Outlier 

detector 
550000 1500 1500 100% 

 

6.5 Comparison of ML features 

 

Table 2 shows the comparisons between the single metric 

anomaly detector and outlier detector. It is evident from the 

experiment that single metric anomaly detection failed 

miserably to detect injected anomalies. On the other hand, an 

outlier detector, which worked on all four parameters, detected 

all the anomalies. This could potentially be because a single 

metric doesn't have enough variation to indicate anomalies. As 

the injected anomalies have all the values in valid range for 

every parameter, the detector can detect anomalies only when 

it is fed all four parameters. As a future work, these algorithms 

should be tested with a variety of data samples, including the 

data where there is at least one parameter, which can show 

anomaly on its own. 

 

7. CONCLUSION 

 

This paper explained the entire ecosystem of elasticsearch 

which has tools to collect, store, visualize, and analyze data. 

These tools are used and the various capabilities of these 

arrays of tools are also demonstrated. It is found that Filebeat, 

Elasticsearch, Kibana and various data analytics capabilities 

are very easy to deploy and use. This ecosystem works very 

well for unstructured data and metric data, but may not be a 

good choice if there is structured data. RDBMSs like 

PostgreSQL and MySQL will be a better choice if the entire 

data is structured. Moreover, a couple of machine learning 

tools are used and it is found that in the experimental setup, 

the outlier detection algorithm detects outliers/anomalies with 

100% accuracy but the single metric anomaly detection 

doesn’t work well on the dataset which has multiple attributes 

which are correlated. With this research and analysis it is 

concluded that Elasticsearch, along with its ecosystem, is a 

formidable tool for any security analyst or a data scientist in 

general. The machine learning capabilities are also easy to use 

but they are not part of the free version, and there may be 

equally good open source ML frameworks present outside of 

Elasticsearch. In future, other complex datasets should be used 

with varying degrees of anomalous traffic/data to test machine 

learning capabilities of Elasticsearch. Work also needs to be 

done to use Elasticsearch to detect anomalies in non-metric 

data (like logs). It will also benefit the research community to 

compare Elasticsearch machine learning capabilities with 

other open source/free ML frameworks. 
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