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 For computer networks, bandwidth management is essential. Bandwidth management is a 

strategy used in network administration to try and provide fair and acceptable network 

performance. Researchers have monitored the effectiveness of bandwidth management 

methods including Per Connection Queue (PCQ), Random Early Detection (RED), and First 

In First Out (FIFO) schemes using the Simple Network Management Protocol (SNMP) 

protocol. (1) To ascertain which of the PCQ, RED, and FIFO bandwidth management 

techniques performs best is the main goal of this study. (2) Is able to forecast how well 

bandwidth management techniques will function on a network, providing a guide for putting 

the best techniques into practice. This study included a variety of methodologies, including 

testing, design, implementation, and analysis. The PCQ method performs better than the 

RED or FIFO methods when monitored using the SNMP protocol and the Cacti application 

as an interface. Predictions using multiple linear regression on bandwidth management 

methods are used to estimate the CPU and memory performance of the PCQ, RED, and 

FIFO Mikrotik routers that are implemented on the network constructed by researchers. 

Compared to the prediction accuracy on CPU performance, which has a total average error 

value of 0.9204, the memory performance prediction accuracy using multiple linear 

regression is more accurate, with a total average error value of 0.0315. 
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1. INTRODUCTION 

 

The control of bandwidth is crucial for computer networks. 

One method of network management used to try to achieve 

equitable and acceptable network performance is bandwidth 

management [1]. Broadband use is frequently not used to its 

full potential. One or more customers that utilize bandwidth 

capacity for downloading or accessing programs that use 

bandwidth capacity may be the source of this [2]. 

Naturally, while adopting bandwidth management, it must 

take into account the requirements set out by a network [3]. 

poor network performance and poor resource utilization result 

from either overuse or underuse of the network's bandwidth, 

which leads to subpar network performance [4]. As a result, it 

becomes crucial to make sure that a network's capacity 

matches the amount of accessible bandwidth [5]. Naturally, 

the router is a key component in bandwidth management 

operations [6]. One network device with dependable qualities 

is a proxy router [7]. Naturally, using the network has an 

impact on the router's performance, which in turn has an 

impact on how well a network is optimized [8]. To gain best 

network performance, of course, there are numerous queuing 

methods that may be utilized as bandwidth management 

methods. These queuing methods contain algorithms for 

running queues of data packets in and out of a network [9]. 

The PCQ approach, which enables the equitable distribution 

of bandwidth limits on a network, is one of the queuing 

techniques used for bandwidth control. Because the use of 

queues will be complex, this strategy is frequently employed 

on networks with a high number of clients or on networks 

where it is difficult to anticipate the number of customers [10]. 

Next is the Random Early Detection, or RED, approach. 

Through the use of random marking or dropping, this 

technique can remove data packets from a network before 

congestion arises [11]. Additionally, the simplest way—which 

is typically the default method that is active on network 

devices—is the FIFO (First In, First Out) approach. Incoming 

data packets are briefly held in a basic buffer using this 

approach, and there is no priority given to the incoming data 

[12]. Numerous studies have examined bandwidth 

management techniques prior to use multiple linear regression 

to estimate the performance of PCQ, RED, and FIFO systems. 

This includes studies conducted by Iswadi et al. [13] that has 

analyzed network bandwidth management at Siliwangi 

University by recommending the PCQ method, where the 

research uses the PCQ method as a queue type or queuing 

method. Research from Tilaye and Gojeh [14] has conducted 

research on Comparison of Bandwidth Management Using the 

FIFO (First-In, First-Out) and PCQ (Per Connection Queue) 

Methods on Mikrotik Routers (Case Study of Network 

Computer Laboratory, AKPRIND Institute of Science and 

Technology Yogyakarta) where in this study, namely 

comparing QOS (quality of service) FIFO and PCQ methods 

with a proxy router as a network device that implements the 
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FIFO and PCQ methods. Nurfiana has conducted research on 

the implementation of the PCQ-Queue Tree Method on 

Mikrotik Routers and Cacti Monitoring for Quality of Service 

Improvement where, in the utilization of the PCQ-queue tree 

method, network traffic monitoring is also carried out on 

proxy routers using the Cacti application, which can monitor 

in real time to improve the quality of service on the network 

[15]. Adams 's [16] research has conducted Research on 

Analysis and Implementation of the Random Early Detection 

(RED) Method on TCP and IP Networks, which in this study 

uses the RED queuing method for bandwidth management 

utilization in TCP and IP networks. Research from Sapalo 

Sicato et al. [17] on the Implementation of Simple Queue and 

Website Filter for Bandwidth Management Optimization at 

the Mediterranean Apartment, where this research uses simple 

queue and website filters to optimize bandwidth management 

and uses the FIFO method as a queuing method for bandwidth 

management. Research from Lipsky and Church [18] on the 

PCQ and Queue Tree Methods for the Implementation of 

Mikrotik-Based Bandwidth Management aims to facilitate 

bandwidth management with limited existing bandwidth using 

the PCQ method. Research from Nendi and Dennis Andika 

Putra on Bandwidth Management with Peer Connection 

Queue (PCQ) and Simple Queue Methods in PPH 2 Housing 

which this research implements the PCQ method through a 

simple queue in PPH 2 housing so that it can facilitate 

bandwidth management with limited existing bandwidth and 

make maximum use of internet connections [19]. Research 

from Muhammad Rafi and his colleagues on Comparative 

Analysis of Bandwidth Management with Random Early 

Detection (RED) and Class-Based Queue (CBQ) Methods at 

Telkom University Landmark Tower (TULT) which in this 

study compares bandwidth management, namely RED and 

CBQ methods, with quality of service parameters [20]. 

Research from Azriel Christian Nurcahyo and his colleagues 

on Comparison of RED, SFQ, and AQM Algorithms on 

Enterprise Networks with Vmware Esxi and Router OS where 

this research compares the RED, SFQ, and AQM algorithms 

performed on OS routers integrated with Vmware ESXI [21]. 

Research from Mochammad Arya Darmawan and his 

colleagues on Bandwidth Management on Mikrotik with 

Multilevel Limitation Using the Simple Queue Method which 

this research does bandwidth limitation using the simple queue 

method with multilevel limitation, where the implementation 

uses queue parent and child parent, Queue parent is the total 

bandwidth owned, and child parent is the bandwidth limit set 

on the client based on the IP address [22].  

There are similarities and differences between this study 

and the ten earlier studies. The PCQ, RED, and FIFO methods 

are used in both studies to manage bandwidth on Mikrotik 

routers. However, this study uses multiple linear regression to 

predict how well the PCQ, RED, and FIFO methods will 

perform in terms of the CPU and memory usage of the proxy 

router. Multiple linear regression offers advancements that can 

improve network performance analysis and forecasting when 

applied to bandwidth management, particularly when 

contrasting bandwidth-management techniques. Multiple 

linear regression allows for the modeling of complex 

relationships between input variables (like traffic values for 

ping latency, inbound, and outbound traffic) and output 

variables (like CPU and memory usage on the router). The 

relative impact of each variable on the router's resource 

consumption can thus be determined. 

In this study, the issue is that networks frequently 

experience subpar network performance, because of network 

conditions that frequently exhibit fluctuations in user numbers 

and application types, and obstacles that develop in the 

functioning of network devices, especially routers, which have 

an effect on network optimization [23]. Because Mikrotik 

routers have multiple bandwidth management techniques, 

including PCQ, RED, and FIFO, an optimal bandwidth 

management method is therefore required. The actions made 

to manage the network are ineffective since the effects of these 

changes on network performance are frequently unpredictable. 

Finding the performance outcomes of bandwidth 

management techniques on a network, namely PCQ, RED, and 

FIFO, as well as the methods' performance forecast accuracy, 

are the main objectives of this study. 

 

 

2. RESEARCH METHODS 

 

This research methodology can be considered a structured 

framework for organizing concepts or a system for executing 

actions that are focused and relevant to the goals and 

objectives of the study (Figure 1). 

 

 
 

Figure 1. Research methods 
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2.1 Analysis 

 

The analysis phase, which is the process of evaluating and 

figuring out what is required in the research to be conducted, 

starts the first phase [24]. 

 

2.1.1 Hardware requirement analysis 

At this point, the hardware or hardware requirements 

needed for research are being prepared. 

 

2.1.2 Software requirements analysis 

Following the completion of the hardware requirements 

analysis stage, the software requirements are prepared in order 

to conduct this research at the software requirements analysis 

stage. 

 

2.1.3 A comparative analysis of previous research 

This stage involves a comparative analysis of the benefits 

and drawbacks of the PCQ, RED, and FIFO methods from 

earlier studies. 

 

2.2 Design 

 

The design step involves creating a model or simulation of 

the system or network architecture that will be implemented. 

It's also anticipated that this description would give a thorough 

picture of the requirements as they stand, whether they take 

the shape of a study's system architecture or network topology 

[25]. 

 

2.2.1 Physic topology design 

Creating a diagram or topology design that depicts the 

network devices that are connected to one another is known as 

the physical topology design step. 

 

2.2.2 Logic topology design 

Subsequently, at the step of logic topology design, a 

topology description or design explaining the IP address 

addressing on the network used for the study is created. 

 

2.2.3 Research stages 

And at the research stage, which delineates the steps taken 

from the start of the research process to the acquisition of 

research findings. 

 

2.3 Implementation 

 

Implementation refers to carrying out all of the plans made 

during the requirements analysis and design phases of the 

preceding process. And at this point, the implementation phase 

is what decides if the planned study will be successful or 

unsuccessful [26]. 

 

2.3.1 Mikrotik router configuration 

Setting up a proxy router to allow the researchers' network 

to be linked and utilized for PCQ, RED, and FIFO research 

technique comparisons.  

 

2.3.2 Ubuntu server operating system installation 

The Ubuntu server operating system is installed and will be 

used as the operating system for the server machine that will 

keep track of how well the proxy router's bandwidth control 

technique is working. 

 

2.3.3 SNMP server installation 

Subsequent to the installation of the Ubuntu server 

operating system on the server computer, the SNMP protocol 

will be installed on the operational server computer. The 

purpose of this protocol is to monitor real-time data pertaining 

to the proxy router's functioning. 

 

2.3.4 Bandwidth management method configuration 

Configure the PCQ, RED, and FIFO bandwidth control 

techniques on the proxy router once all necessary hardware 

and software have been installed and operating. 

 

2.3.5 Cacti monitoring configuration  

Next, some real-time data graphs of proxy router 

performance are added to the Cacti program, which serves as 

an interface for tracking the effectiveness of the bandwidth 

control technique.  

 

2.4 Testing 

 

The term "testing stage" describes a set of methods and 

approaches used to put the research's hypothesis or theory to 

the test. In order to validate or invalidate the theory or 

hypothesis being investigated, this test aims to generate 

empirical data [27]. 

 

2.4.1 Lab testing results 

The PCQ, RED, and FIFO methods of bandwidth 

management on Mikrotik routers, as well as predictions about 

their performance, were the focus of this lab test, which was 

conducted on the network of the Computer System and 

Network laboratory of Ibn Khaldun University Bogor.  

 

2.4.2 Existing network testing results 

Additionally, just like with the lab test, the existing network 

test is conducted solely in the center of the Ibn Khaldun 

University Bogor Rectorate Building. 

 

 

3. RESULT 

 

The findings of the four steps of the study, first analysis, 

second design, third implementation, and fourth testing, were 

used to predict the performance of the PCQ, RED, and FIFO 

methods using multiple linear regression on SNMP-based 

Mikrotik routers.  

 

3.1 Analysis  

 

It may be inferred from the issues and plans raised during 

the analysis stage that a number of requirements must be 

satisfied prior to carrying out this study, including:  

 

3.1.1 Hardware requirements analysis 

The required gadgets for this research are listed in Table 1. 

 

3.1.2 Software requirements analysis 

The software prepared to run this research is listed in Table 

2. 

 

3.1.3 A comparative analysis of previous research 

Table 3 presents a comparison of the key findings from the 

previous ten studies regarding the benefits and drawbacks of 

the PCQ, RED, and FIFO methods: 
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Table 1. Hardware requirements analysis 

 

No. Hardware Total Specifications Function 

1 Router Mikrotik 2 

RB751U-2HnD, CPU AR7241 400 MHz, 

RAM: 32 MB, 

HDD: 64 MB. 

RB1100Dx4, CPU ARMv7 1.4 GHz, 

RAM: 1 GB, 

HDD: 128 MB 

-As an internet connection provider 

-To implement the bandwidth 

management method 

2 Personal Computer 1 -Intel Core i5-7500 CPU 3.40GHz x 4, RAM: 4 GB As a monitoring server 

 

Table 2. Software requirements analysis 

 
No. Software Function 

1 Ubuntu Server 20.04.3 The operating system used as a Mikrotik router monitoring server 

2 Cacti Software for Mikrotik router CPU monitoring interface 

3 Winbox Software for configuring Mikrotik routers 

4 Microsoft Excel Software to calculate the linear regression prediction formula 

 

Table 3. A comparative analysis of previous research 

 
No. Methods Advantages Disadvantages 

1 PCQ 

- Permits equitable bandwidth sharing between 

open connections 

- Ideal for networks with different client counts 

- Performance of PCQ may be impacted by a large increase in the 

number of connections, requires ongoing observation and 

modification 

2 RED 

- Can identify and drop packets before 

congestions occur, maintaining low latency for 

users 

- Unwanted packet drop rates may result from incorrect parameter 

selection in the configuration 

3 FIFO 
- Ascertain package delivery according to arrival 

order, according to honest and open standards 

- The requirements of particular applications or service kinds cannot 

be used to prioritize or arrange delivery 

 

(1) Network scalability capability 

As for networks operating in real time, RED is better suited 

for preventing congestions, while the PCQ method works well 

with large numbers of connections or high client fluctuations. 

In complex networks with varied traffic, FIFO, despite its 

simplicity, may not be as effective.   

(2) Configuration flexibility 

PCQ allows for fair bandwidth distributing and priority 

setting flexibility, but requires careful management to 

maintain optimal performance. While RED requires careful 

parameter configuration for its effectiveness, and FIFO, while 

easy to manage, has limitations in priority setting. 

While weighing the benefits and drawbacks of each 

approach, the right choice for bandwidth management on 

MikroTik routers must also consider the unique features and 

goals of the network being managed. Prior studies have 

yielded insightful findings in this area. 

 

3.2 Design 

 

A network topology design and a summary of the phases of 

the study, from the start of the investigation to the findings, are 

among the many designs or pictures that come from the 

research that was conducted. 

 

3.2.1 Physic topology design   

The Physic topology design in this study describes the 

network devices connected to each other in the CSN lab room 

as well as a local network linked to the Ibn Khaldun University 

Bogor Rectorate Building's central network. Ethernet1 

connects router RB1100Dx4 (Router Core), also known as the 

central router in the Rectorate Building of Ibn Khaldun 

University Bogor, to the internet network. Ethernet5 connects 

router RB1100Dx4 (Router Core) to the Switch (Rectorate), 

which is connected to the Faculty of Engineering network and 

to the CCR1009-7G-1C-1S+ router. Next, using the Cisco SF 

100-24 port 10/100 Switch (FT CENTER), which is also 

connected to the Rise Center Building, the CCR1009-7G-1C-

1S+ router is re-deployed on its local interface. Switch 02 is 

then connected to Switch 03 CSN Lab Room. 

 

3.2.2 Logic topology design 

Researchers constructed a network structure in the CSN Lab 

room, and the local network structure connected to the 

network center of the Ibn Khaldun University Bogor Rectorate 

Building, all describe the logic topology that explains the IP 

Address management of interconnected network devices. IP 

address 10.0.1.1 is a local IP address connected to the Faculty 

of Engineering network, and IP address 172.16.18.21 is on the 

SNMP server in the Rectorate Server room as it monitors the 

performance of the RB1100Dx4 router (Router Core) 

connected to the internet, and the Faculty of Engineering 

network through the CCR1009-7G-1C-1S+ router has an IP 

address of 10.0.1.24 to connect with the Rectorate Building 

network, and IP address 10.10.0.1 as a Local IP connected to 

the Rise Center Building and CSN Lab (Figure 2). 

 

3.2.3 Research stages 

The research stages describe the flow of a work process, to 

predict the performance of the PCQ, RED, and FIFO methods. 

First, install a computer network such as configuration on the 

router, namely IP address configuration, DHCP, and NAT 

(Figure 3). Next, set up the PCQ, RED, and FIFO methods 

through a proxy router. Researchers in the Computer System 

and Network Laboratory then tested the network scheme by 

streaming video from all client computers connected to it. 

Then, using an SNMP server with a cacti interface, monitor 

the performance of the bandwidth management methods on 

the central network of the Ibn Khaldun University Bogor 

Rectorate Building. The performance of the PCQ, RED, and 
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FIFO methods is then predicted using the multiple linear 

regression method training. Finally, real data is obtained by 

repeating the monitoring process and combining it with the 

outcomes of the multiple linear regression prediction training 

to obtain PCQ, RED, and FIFO method prediction data. The 

following is an overview of the stages of research conducted. 

 

 
 

Figure 2. Network topology 
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Figure 3. Research stages 

3.3 Implementation 

 

In order for the study to proceed as planned at this point of 

implementation, the design created in earlier phases must be 

applied or implemented.  

 

3.3.1 Mikrotik router configuration 

Setting up the IP address on the local and internet interfaces 

is the first step towards enabling the proxy router to function 

as intended. Next, DHCP Server and Client must be 

configured to provide automatic IP addresses, and finally, 

NAT must be configured to enable local networks to connect 

to public networks. 

 

3.3.2 Ubuntu server operating system installation  

The way to do this is to install the Ubuntu Server operating 

system, specifically on the machine acting as a server (Ubuntu 

Server 20.04.3 in this case). 

 

3.3.3 SNMP server installation 

Ubuntu Server, an operating system designed to perform 

network-based functions, can be used to install the SNMP 

protocol at this point in the SNMP server installation process. 

Install Apache as a web server after installing the SNMP 

protocol. Then install PHP and MYSQL to install PHP 

programming and database on the web server. Then install the 

cacti application as an interface for network monitoring. 

 

3.3.4 Bandwidth management method configuration 

Next, set up the proxy router's bandwidth management 

techniques, which are the PCQ, RED, and FIFO methods used 

on the basic queue feature with queue type selection for upload 

and download targets aimed at the aforementioned techniques. 

 

3.3.5 Cacti monitoring configuration 

By identifying the networked target devices, you can set up 

the Cacti application to monitor proxy router devices. You can 

then add graphs to gather real-time monitoring data on the 

proxy router's performance. 

The results of network monitoring that was conducted for a 

full day, from August 12, 2022, at 9 a.m., to August 13, 2022, 

at 9 a.m., can be seen after completing the following steps. as 

seen in the image below. 

 

 
 

Figure 4. Traffic volume on the network 
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Figure 5. Performance monitoring of bandwidth management 

 

Additionally, the monitoring results above show that during 

working hours, network traffic is extremely high, between 

9:00 a.m. and 9:00 p.m., with a 3.5 Mbps average and a 1.81 

Mbps total (Figure 4). 

 

3.4 Testing 

 

In addition to the core network of the Ibn Khaldun 

University Bogor Rectorate Building, which is tested as an 

existing network during business hours and sees heavy 

network traffic, tests were conducted on the computer system 

and network laboratory network. 

 

3.4.1 Performance analysis results of bandwidth management 

methods 

To test the designated network and track the performance of 

the proxy router in order to obtain the performance results of 

the bandwidth management method from this study (Figure 5). 

(1) Performance monitoring results of PCQ method  

When using the PCQ method, the average performance is 

obtained with the parameters of inbound traffic, outbound 

traffic, ping latency, CPU utilization, and main memory on the 

proxy router. The PCQ method is tested to determine its 

performance based on the results of monitoring on the SNMP 

server accessed through the Cacti software interface (Table 4). 

 

Table 4. PCQ method performance 

 
PCQ Performance Average 

CPU 5 (%) 

Memory 25.19 (MB) 

Ping Latency 406.08 (ms) 

Traffic Inbound 3.56 (Mbps) 

Traffic Outbound 3.42 (Mbps) 

 

(2) RED method performance monitoring results 

After testing the RED method using the results of 

monitoring on the SNMP server accessed through the Cacti 

software interface, the average performance is obtained when 

implementing the RED method with the parameters of 

inbound traffic, outbound traffic, ping latency, CPU 

utilization, and main memory on the proxy router (Table 5). 

Table 5. Performance of RED method 

 
RED Performance Average 

CPU 9 (%) 

Memory 24.54 (MB) 

Ping Latency 4766.92 (ms) 

Traffic Inbound 5.68 (Mbps) 

Traffic Outbound 5.14 (Mbps) 

 

(3) FIFO method performance monitoring results 

In order to assess the effectiveness of the FIFO method, 

monitoring data from the SNMP server accessed via the Cacti 

software interface is used. When applying the FIFO method, 

the proxy router's main memory, ping latency, inbound and 

outbound traffic, CPU utilization, and main traffic are used to 

calculate the average performance (Table 6). 

 

Table 6. FIFO Method Performance 

 
FIFO Performance Average 

CPU 5 (%) 

Memory 24.39 (MB) 

Ping Latency 3301.36 (ms) 

Traffic Inbound 3.44 (Mbps) 

Traffic Outbound 3.24 (Mbps) 

 

The performance of the PCQ, RED, and FIFO methods are 

obtained. Next, a comparison is made by assigning points to 

each performance value, namely CPU Utilization, Memory, 

Ping Latency, Inbound Traffic, and Outbound Traffic, where 

the smallest performance value has the largest percentage 

point value. This allows for the determination of which 

method performs at the best level. 

 

𝑝 = 100 − ||
𝑛

∑𝑛
| 100| (1) 

 

where p is the performance point and n is the average 

performance value, each performance value of the PCQ, RED, 

and FIFO methods will be calculated using the percentage 

formula [28], these calculations and their outcomes are 

summarized in Table 7. 
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Table 7. Performance comparison of bandwidth management methods 

 

Methods 
Average Performance and Performance Points Total 

Point CPU Utilization Memory Ping Latency Traffic Inbound Traffic Outbound 

PCQ 5 25.19 406.08 3.56 3.42  

PCQ Point 73.7 66 95.2 71.9 71 377.8 

RED 9 24.54 4766.92 5.68 5.14  

RED Point 52.6 66.9 43.7 55.2 56.4 274.9 

FIFO 5 24.39 3301.36 3.44 3.24  

FIFO Point 73.7 67.1 61 72.9 72.5 347.2 

 

Table 8. Bandwidth management method performance sample data 

 

No. Date 
Traffic Inbound 

(MBPS) 
Traffic Outbound (MBPS) 

Ping Latency 

(MS) 
CPU Utilization (%) 

Main Memory 

(MB) 

1 8/11/2022 9:10 0.05 0.1 343.08 4 25.26 

2 8/11/2022 9:15 1.37 1.34 590.34 17 25.26 

3 8/11/2022 9:20 3.33 3.15 592 16 25.56 

4 8/11/2022 9:25 3.2 3.03 3730 6 25.36 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

144 8/11/2022 21:05 3.22 3.19 372.87 5 24.96 

 

3.4.2 Prediction results with multiple linear regression method 

With the use of numerous linear regression techniques and 

line equations like those in Eq. (2), the performance prediction 

analysis findings of the PCQ, RED, and FIFO approaches are 

achieved [29]. 

 

𝑦′ = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 (2) 

 

where, 𝑥1 , 𝑥2, and 𝑥3 are independent or free variables, 𝑦′ is 

the projected value, 𝛽0  is the constant value, and 𝛽1, 𝛽2 and 𝛽3 

are the coefficient values. How to use matrix Eq. (3) to obtain 

the values of the constant and coefficients [30]. 

The results from monitoring the performance of the PCQ, 

RED, and FIFO methods over a single day using cacti will be 

used as training data to create the line equation, as described 

in Eq. (2). This will enable the testing of the multiple linear 

regression prediction method on the performance of these 

methods. The method will predict the CPU and main memory 

performance of the proxy router for the following day, 

utilizing the MAPE (mean absolute percentage error) method 

[30] to determine the accuracy of the predictions after 

analyzing the findings, as shown in Eq. (4). 

 

𝐴 =

[
 
 
 

𝑛 ∑ 𝑥1

∑𝑥1

∑𝑥2

∑𝑥3

∑𝑥1
2

∑𝑥1𝑥2

∑𝑥1𝑥3

∑𝑥2 ∑𝑥3

∑𝑥1𝑥2

∑𝑥2
2

∑𝑥2𝑥3

∑𝑥1𝑥3

∑𝑥2𝑥3

∑𝑥3
2 ]

 
 
 

  

H =

[
 
 
 

∑ 𝑦
∑𝑥1 𝑦
∑𝑥2 𝑦
∑𝑥3 𝑦]

 
 
 

  

�̂�0 =
𝐷𝑒𝑡𝐴1

𝐷𝑒𝑡𝐴
, �̂�1 =

𝐷𝑒𝑡𝐴2

𝐷𝑒𝑡𝐴
, �̂�2 =

𝐷𝑒𝑡𝐴3

𝐷𝑒𝑡𝐴
, �̂�3 =

𝐷𝑒𝑡𝐴4

𝐷𝑒𝑡𝐴
 

(3) 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝑦𝑖 − 𝑦𝑖
′|

𝑦𝑖

𝑛

𝑖=1

 (4) 

 

where, N is the amount of data, 𝑦𝑖  is the target data, and 𝑦𝑖
′ is 

the prediction result data [31]. 

A multiple linear regression model with k independent 

variables takes the following general form. 

 

𝑦′ = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 …+ 𝛽𝑘𝑥𝑘 +  (5) 

 

where, 𝛽0, 𝛽1, ..., 𝛽𝑘 are population parameters whose values 

are unknown,   is for random errors, and Y is the dependent 

variable. The independent variables are 𝑥1, 𝑥2,..., and 𝑥𝑘. All 

of the independent variables 𝑥1, 𝑥2,..., and 𝑥𝑘 are taken to be 

observable with little error and not random variables. If there 

is a sample of size n, the random errors 1, 2, ..., 𝑛 will be 

taken to all have mean 0, constant variance 𝑜2, just like in the 

simple linear regression model, are normally distributed, 

independent, or uncorrelated. This results in that the mean of 

the dependent variable [29]. 

Table 8 is sample data on the performance of bandwidth 

management methods that have been tested for one day, which 

is obtained through monitoring using cacti software, from the 

sample data, calculations will then be carried out using 

multiple linear regression methods such as Eq. (2). 

Assuming that 𝑦′  represents the output variable or the 

outcome of the multiple linear regression predictions, and that 

b0 is a constant value and that x1, x2, and x3 are the coefficients 

on the input variables (inbound traffic, outbound traffic, and 

ping latency), training will be done on the sample data because 

the values of b0, b1, b2, and b3 are not present in it. 

The first line equation predicts the proxy router's CPU 

consumption (y'1), and the second line predicts the utilization 

of the main memory of the proxy router (y'2) [32]. Matrix Eq. 

3 is used to obtain the line equation. This allows for the 

operation of the x variable on Eq. (2) by providing the constant 

and coefficient values. The multiple linear regression method 

is then used to obtain prediction results with three x variables 

traffic inbound, traffic outbound, and ping latency on two y 

variables CPU usage and main memory of the proxy router.  

The total of each column with the amount of data (n = 143) 

is shown in the table above's last row with bold writing. The 

values of x1, x2, and x3 have previously been weighted by 

calculating 𝑥𝑖+1 − 𝑥𝑖, and the weighted result becomes the x 

value for the training process (Table 9). And the weighting 

process' outcome becomes the training process' x value. The 

weighted sample data is presented in Table 10. 
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Table 9. Training on the use of bandwidth management methods 

 

x1 x2 x3 y x1 y x2 y x3y 𝒙𝟏
𝟐 𝒙𝟐

𝟐 𝒙𝟑
𝟐 𝒙𝟏𝒙𝟐 𝒙𝟏𝒙𝟑 𝒙𝟐𝒙𝟑 

1.32 1.24 247.26 17 22.44 21.08 4203.42 1.74 1.54 61137.51 1.64 326.38 306.60 

1.96 1.81 1.66 16 31.36 28.96 26.56 3.84 3.28 2.76 3.55 3.25 3.00 

-0.13 -0.12 3138 6 -0.78 -0.72 18828 0.02 0.01 9847044.00 0.02 -407.94 -376.56 

0.17 0.3 -3350.51 18 3.06 5.4 -60309.18 0.03 0.09 11225917.26 0.05 -569.59 -1005.15 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

3.17 3.09 29.79 1332 102.33 92.76 280.89 46.73 40.85 31796605.78 43.53 4607.13 3895.26 

 

Table 10. Sample data X variable 

 
No Date Traffic Inbound (Mbps) Traffic Outbound (Mbps) Ping Latency (MS) 

1 8/11/2022 9:15 1.32 1.24 247.26 

2 8/11/2022 9:20 1.96 1.81 1.66 

3 8/11/2022 9:25 -0.13 -0.12 3138 

4 8/11/2022 9:30 0.17 0.3 -3350.51 

5 8/11/2022 9:35 -0.42 -0.36 -14.54 

⁝ ⁝ ⁝ ⁝ ⁝ 

143 8/11/2022 21:05 0.58 0.57 19.96 

 

(1) Determining the coefficient and constant values 

The constant and coefficient values are then obtained by 

applying the matrix function to the training data using Eq. (3) 

[29], as follows: 

 

𝑛 = 143,∑𝑥
1

= 3.17,∑𝑥
2

= 3.09, 

∑𝑥
3

= 29.79,∑𝑦 = 1332 

∑𝑥
1
𝑦 = 102.33,∑ 𝑥

2
𝑦 = 92.76,∑𝑥

3
𝑦

= 280.89,∑ 𝑥1
2 = 46.73 

∑𝑥1
2 = 40.85,∑𝑥3

2 = 31796605.78,∑𝑥1𝑥2 = 43.53 

∑𝑥1𝑥3 =4607.13,∑𝑥2𝑥3 =3895.26 

 

And the constant, or b0, b1, b2, and b3, value as well as the 

coefficient are sought after? From the matrix model in Eq. (3), 

then enter the known training data as follows: 

 

𝐴 = [

143 3.17
3.17
3.09
29.79

46.73
43.53

4607.13

    

3.09 29.79
43.53
40.85

3895.26

4607.13
3895.26

31796605.78

] 

𝐻 = [

1332
102.33
92.76
280.89

] 

 

𝐴1 = [

1332 3.17
102.33
92.76
280.89

46.73
43.53

4607.13

     

3.09 29.79
43.53
40.85

3895.26

4607.13
3895.26

31796605.78

] 

𝐴2 = [

143 1332
3.17
3.09
29.79

102.33
92.76
280.89

     

3.09 29.79
43.53
40.85

3895.26

4607.13
3895.26

31796605.78

] 

𝐴3 = [

143 3.17
3.17
3.09
29.79

46.73
43.53

4607.13

     

1332 29.79
102.33
92.76
280.89

4607.13
3895.26

31796605.78

] 

𝐴4 = [

143 3.17
3.17
3.09
29.79

46.73
43.53

4607.13

     

3.09 1332
43.53
40.85

3895.26

102.33
92.76
280.89

] 

After knowing the matrices A, A1, A2, A3, and A4, 

calculate the determinant of matrices A, A1, A2, A3, and A4 

with the cofactor method as follows: 

 

[

𝑎11 𝑎12
𝑎21

𝑎31

𝑎41

𝑎22

𝑎32

𝑎42

     

𝑎13 𝑎14
𝑎23

𝑎33

𝑎43

𝑎24

𝑎34

𝑎44

]M11 = [

𝑎22 𝑎23 𝑎24

𝑎32 𝑎33 𝑎34

𝑎42 𝑎43 𝑎44

]

𝑎22 𝑎23

𝑎32 𝑎33

𝑎42 𝑎43

 

M11 = (𝑎22 × 𝑎33 × 𝑎44) + (𝑎23 × 𝑎34 × 𝑎42) 

+(𝑎24 × 𝑎32 × 𝑎43) − (𝑎24 × 𝑎33 × 𝑎42) 

−(𝑎22 × 𝑎34 × 𝑎43) − (𝑎23 × 𝑎32 × 𝑎44) 

𝐶11 = (−1)1+1 × 𝑀11 

[

𝑎11 𝑎12
𝑎21

𝑎31

𝑎41

𝑎22

𝑎32

𝑎42

    

𝑎13 𝑎14
𝑎23

𝑎33

𝑎43

𝑎24

𝑎34

𝑎44

]𝑀21 = [

𝑎12 𝑎13 𝑎14

𝑎32 𝑎33 𝑎34

𝑎42 𝑎43 𝑎44

]

𝑎12 𝑎13

𝑎32 𝑎33

𝑎42 𝑎43

 

M21 = (𝑎12 x 𝑎33x 𝑎44) + (𝑎13 x 𝑎34x 𝑎42) + 

(𝑎14 × 𝑎32 × 𝑎43) − (𝑎14 × 𝑎33 × 𝑎42) − (𝑎12 × 𝑎34 × 𝑎43)
− (𝑎13 × 𝑎32 × 𝑎44) 

C21 = (−1)2+1 × M21 

[

𝑎11 𝑎12
𝑎21

𝑎31

𝑎41

𝑎22

𝑎32

𝑎42

    

𝑎13 𝑎14
𝑎23

𝑎33

𝑎43

𝑎24

𝑎34

𝑎44

]M31 = [

𝑎12 𝑎13 𝑎14

𝑎22 𝑎23 𝑎24

𝑎42 𝑎43 𝑎44

]

𝑎12 𝑎13

𝑎22 𝑎23

𝑎42 𝑎43

 

𝑀31 = (𝑎12 × 𝑎23 × 𝑎44) + (𝑎13 × 𝑎24 × 𝑎42) 

+(𝑎14 × 𝑎22 × 𝑎43) − (𝑎14 × 𝑎23 × 𝑎42) 

−(𝑎12 × 𝑎24 × 𝑎43) − (𝑎13 × 𝑎22 × 𝑎44) 

𝐶31 = (−1)3+1 × 𝑀31 

[

𝑎11 𝑎12
𝑎21

𝑎31

𝑎41

𝑎22

𝑎32

𝑎42

    

𝑎13 𝑎14
𝑎23

𝑎33

𝑎43

𝑎24

𝑎34

𝑎44

]𝑀41 = [

𝑎12 𝑎13 𝑎14

𝑎22 𝑎23 𝑎24

𝑎32 𝑎33 𝑎34

]

𝑎12 𝑎13

𝑎22 𝑎23

𝑎32 𝑎33

 

M41 = (𝑎12 × 𝑎23 × 𝑎34) + (𝑎13 × 𝑎24 × 𝑎32) 

+(𝑎14 × 𝑎22 × 𝑎33) − (𝑎14 × 𝑎23 × 𝑎32) 

−(𝑎12 × 𝑎24 × 𝑎33) − (𝑎13 × 𝑎22 × 𝑎34) 

C41 = (−1)4+1 × M41 

 

Determinan= (𝑎11 × C11) + (𝑎21 × C21) + (𝑎31 × C31) +
(𝑎41 × C41) 

With the calculation steps above and calculated matrices A, 

A1, A2, A3, and A4, the determinants of matrices A, A1, A2, 

A3, and A4 are obtained as follows: 

Det A= 61730639475 

Det A1= 573606358434 

Det A2= 862589047867 
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Det A3= -820121265430 

Det A4= -24506444   

After obtaining the determinants of matrices A, A1, A2, A3, 

and A4, the values of b0, b1, b2, and b3 are calculated as 

follows: 

 

�̂�0 =
𝐷𝑒𝑡𝐴1

𝐷𝑒𝑡𝐴
=

573606358434

61730639475
= 9.2921 

�̂�1 =
𝐷𝑒𝑡𝐴2

𝐷𝑒𝑡𝐴
=

862589047867

61730639475
= 13.9734 

�̂�2 =
𝐷𝑒𝑡𝐴3

𝐷𝑒𝑡𝐴
=

−820121265430

61730639475
= −13.2855 

�̂�3 =
𝐷𝑒𝑡𝐴4

𝐷𝑒𝑡𝐴
=

−24506444

61730639475
= −0.0004 

 

The coefficient values are then b1 = 13.9734, b2 = 13.2855, 

and b3 = 0.0004, and the constant value is b0 = 9.2921. That 

way, we can run the linear regression method. 

(1) Finding predicted value 

Eq. (2) can be used to calculate predictions once the values 

of the constants, coefficients, and input variables have been 

determined. 

With the following values given: b0 = 9.2921, b1 = 13.9734, 

b2 = 13.2855, and b3 = -0.0004. The input variables are x1, x2, 

and x3. 

Ask: 𝑦′? 

 

𝑦′ = 9.2921 + 13.9734𝑥1 − 13.2855𝑥2 − 0.0004𝑥3 

𝑦′ = 9.2921 + 13.9734(1.32) − 13.2855(1.24)
− 0.0004(247.26) 

𝑦′ = 9.2921 + 18.4449 − 16.4740 − 0.0982 

𝑦′ = 11.1649 

 

The computation is done using the MAPE (Mean Absolute 

Percentage Error) formula in Eq. (4) after obtaining the 

forecast results using the equation above [32]. 

After calculating the total error value (Table 11), it will be 

processed using the MAPE calculation, as follows:  

 
1

143
× 142.5907 = 0.9971 (6) 

 

Following the computations or training with multiple linear 

regression on the performance of each bandwidth management 

method used in this study PCQ, RED, and FIFO methods the 

accuracy of forecasting the performance of the aforementioned 

methods on the CPU and memory performance of the proxy 

router was determined. These findings are summarized in 

Table 12. 

Examining the efficacy of each technique, such as PCQ, 

RED, and FIFO, in light of the prediction results can give a 

clear picture of how each technique influences the MikroTik 

router's CPU and memory usage. In networks that frequently 

fluctuate, for instance, the PCQ approach might be better 

suited for networks with a large number of clients, while RED 

might be better at handling congestion. The selection of the 

method should consider the specific network conditions, such 

as the most common application types used by network users, 

distinct QoS requirements, and dominating traffic patterns. 

The network administrator can modify every method's 

parameters, including bandwidth limits, by utilizing the 

coefficients derived from the linear regression. To prevent 

resource overuse or underuse, for instance, maximum limits 

for inbound and outgoing traffic could be set based on 

forecasts. 

 

Table 11. Bandwidth management method prediction results 

 
No. x1 x2 x3 Y y' Error 

1 1.32 1.24 247.26 4 11.1649 1.7912 

2 1.96 1.81 1.66 26 12.6326 0.5141 

3 -0.13 -0.12 3138 15 7.8240 0.4784 

4 0.17 0.3 -3350.51 11 9.0120 0.1807 

⁝ ⁝ ⁝  ⁝ ⁝ ⁝ 

143 0.58 0.57 19.96 10 9.8160 0.0184 

Total error 142.5907 

 

Table 12. Comparison of MAPE results 

 

Performance 
MAPE 

Average 
PCQ RED FIFO 

CPU utilization 0.9971 0.8911 0.8729 0.9204 

Main memory 0.0113 0.0611 0.0221 0.0315 

 

 

4. CONCLUSION 

 

According to the Cacti application and SNMP monitoring 

results, the PCQ approach performs better than the RED and 

FIFO methods. The PCQ method yields the highest assessment 

value (377.8), followed by the RED method (274.9) and the 

FIFO method (347.2). This demonstrates how PCQ manages 

network traffic effectively and offers more evenly distributed 

bandwidth. In the prediction of CPU utilization and main 

memory performance, the findings indicate that the mean 

absolute percentage error (MAPE) value of the main memory 

performance prediction is higher. Memory on the router is 

responsible for providing temporary storage for network 

operations, which tends to be stable in use. The average 

prediction error value for memory is 0.0315. However, the 

CPU performance prediction MAPE value is higher. A 

MikroTik router's CPU has to work hard to process network 

protocols and control data flow, which causes performance 

variations. The average prediction error value for CPU is 

0.9204. Network managers can more effectively plan for 

resource capacity if they have a better grasp of CPU and 

memory performance based on linear regression predictions. 

This aids in selecting the ideal configuration to satisfy network 

requirements without causing over- or under-provisioning. 

This study is restricted to utilizing data from a single day and 

one MikroTik router as the example. To generalize the results, 

more research might include a wider range of network devices 

and observe the data over a longer time period. A more 

thorough comparison of bandwidth management techniques 

on MikroTik routers and other network devices is 

recommended as a future research project, for better 

performance prediction, combine machine learning techniques 

or alternative prediction methods such as dynamic regression 

that can adjust to changes in network traffic. 
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