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Modern healthcare system is innovation presided of next generation. Diabetes has been 

considered most chronic diseases and source of cardiac arrest disease.  In this paper, 

healthcare framework has been proposed to diagnose risk of cardiac arrest due to diabetes 

mellitus. Findings of around 997 patients has been taken from various sources of cardio 

vascular disease and diabetes. Novelty of work is to pre-process dataset using GEETN 

process missing value with novel imputation method, and also proposed a modified Grey 

Wolf Optimization (M-GWO) algorithm, applied to the task of selecting an optimal feature 

subset for classification purposes using different machine learning models. The 

accumulated comparison is based on outcomes that consist of various algorithm with 

various algorithm like SVM_RBF, DT, KNN, RF, MLP and proposed model. Accuracy of 

99 % MCC (70.35%), and f1 score (99.16 %) that helps in early detection of patients’ health 

condition to reduce the rate of death cases, cardiodibet framework for healthcare systems 

helps in providing better monitoring, communication and early diagnosis of diabetes and 

cardiac health of patients. The proposed method identifies the preliminary status of diabetes 

and cardiac vascular diseases parameters of patient through Normal, Moderate and high-

risk further message send for critical cases.  
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1. INTRODUCTION

In today’s scenario, majority of the diseases are on the rise 

due to sustained stress. Hectic lifestyle is also adding stress in 

everyone’s life resulting in fatal health problems. Stress 

related issues are giving birth to severe health diseases like 

Diabetes, hypertension and weaken heart. Now a days, cardio 

vascular diseases are widely noted in majority of populations 

[1]. It has also become prevalent in early age of populations. 

Doctors and practitioners conduct inclusive survey and 

consolidate the data for heart related diagnosis and study. It 

has been observed that 40% mortality are because of cardiac 

arrest and diabetes patients. Morbidity of 60% due to diabetes.  

Many doctors state that traditional model is taking long time 

to diagnose. Traditional model sometimes diagnose of patients’ 

cardiac test after the cardiac arrest occurs. Cardiac arrest is 

epidemic in current days, diabetes adds more complication to 

such patients. Diabetes mellitus is addressed as chronic disease. 

Diabetes may establish risk of vital organs and so cardiac 

arrest. All of these are major challenges in saving patients’ 

lives. The data gathered from survey of cardiac patients consist 

noticeable facts about their health status. If the symptoms can 

be diagnosed at early stages by any prediction model, it will 

be highly beneficial for patients to take timely consultation and 

cure for the heart diseases (like cardio vascular arrest, Heart 

coronary diseases, etc.).  

In modern healthcare systems, various sensors are installed 

in patients’ body, that can continuously read data from sensors 

and keep forwarding this data at cloud to process and analyse 

[2]. This real time health data is difficult to extract such 

massive and large dataset. Sometimes this information is in the 

hidden format. Streaming of such massive data is vital 

challenge for researchers. Techniques applied on real time data 

streaming can facilitate researchers attain two insights: novel 

approach and solicitous extraordinary perception of enormous 

health related datasets. Prediction and labelling of the diseases 

received through real-time data communication method is a 

tedious task [3, 4]. This paper, applied various high precision 

and high accuracy algorithm to the cardiac related dataset to 

acquire the unidentified trends observed in heart patients. A 

dataset of 997 patients consisting of 8 attributes are taken into 

consideration to examine and find the accuracy for different 

algorithms. Accuracy and recall kappa values are examined 

and health status of patient is categorised based on dataset 

value. The sample dataset has been collected from various 

cycles using contiguous monitoring sensors data of family 

members + records are collected from association of 

peripheral adipose tissues pathology with type 2 diabetes in 

Asian Indians and “prevented from any alteration. Further, 

Supervised learning technique is applied to refine the dataset 

and then accuracy is measured. The dataset labelling has been 

done in category into three stages (Label 0: normal range of 

attributes, Label 1: borderline and above and Label 2: high risk) 

of cardiac arrest due to diabetes mellitus.
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2. LITERATURE SURVEY 

 

Stress related health diseases are very prevalent due to 

improper routine and busy schedule of every human being. It 

is escalating the chances of critical medical issues in person. 

Some of them are incurable diseases for example cardiac 

stroke and diabetes are very commonly observed in patients. 

This motivated the researchers to understand the hidden 

pattern of medical datasets. This section enlightens the study 

of real time medical dataset to acknowledge the heart diseases 

on the basis of their medical diagnosis. Data mining 

techniques that are used in previous works are also addressed 

in this section [4, 5]. The gap identified in existing works 

motivated to introduce suitable techniques that can classify the 

dataset to address the issues related to heart diseases. World 

organization stated that cardiac diseases are the most 

significant challenge majority of population are facing in 

recent days [6, 7]. 

In different paper several machine learning (ML) methods 

applied on various dataset to check false positive and true 

positives [8]. It has been observed from various articles that, 

the gathering of information constitutes a segment of 

retrospective studies on cardiovascular diseases, employing 

the recordings from multichannel Magnetocardiography 

(MCG). The database encompasses individuals with both 

coronary stenosis and those in good health. Within the sample, 

there are 16 instances of NSTEMI cardiological infraction and 

lipid profile with angiography is conducted for the ischemic 

group [9, 10]. The coronary heart diseases can be predicted 

using ensemble model which can be helpful for early 

prediction of critical heart risks [11]. 

ML algorithm has been proposed in article [1, 12] to classify 

the diabetes using different supervised learning model. The 

multilayer perceptron along with decision tree and other 

algorithm has been used in the work. The prediction shown in 

research has defined the lowest false positive and lowest false 

negative rates under curve of 86%.  

To detect heart diseases using ECG. Specific signal range 

of ECG has been captured for observation 20 number of times 

reading of ECG has been encapsulated based on different 

probabilities of ECG signals reach to Peak and low waves of 

patients’ ECG [13-15]. 

Classifier algorithm (Neural Network) as a solution for 

finding is an ensemble-based model proposed as a new model 

which deals with cardio vascular related issues, combination 

of predicted value and probability of multiple predecessors. 

The successful implementation and testing was obscured for 

215 patients’ dataset and an accuracy of 97.4% was achieved 

[16]. 

 

 

3. PROBLEM STATEMENT 

 

As healthcare data is exponentially growing day-by-day in 

globe. Traditional model not sufficient to spread awareness in 

population for various new diseases worldwide. Therefore, 

diagnose critical diseases accurately was hard in the traditional 

health model. In case of emergency diagnose and provide 

treatment in minimum time to the patients reside at a remote 

location also tough for doctors. Traditional medical records 

were not measured accurately because of human error. In 

traditional health system diagnose chronic diseases efficiently 

was time taken process that may increase death ratio in OT. 

The key challenge is to handle the healthcare data in real time. 

In traditional healthcare system, patients visit to hospital for 

their health issues. In critical cases, patients sometimes could 

not be able to reach hospitals. If any, healthcare system can 

access the data from remote location. It will help to save life 

of critical patients. Problem in traditional healthcare systems 

are as follows: 

Real-time healthcare data is continuously changing, so old 

model cannot fit with new data. Thus, model has to be altered. 

Volume of real-time data is too high, traditional tree 

algorithms cannot work as tree height and width would 

increase exponentially. 

Another point of discussion is health issues of patients 

suffers from diabetes type 2. Diabetes type -2 patients have the 

high risk of silent heart attack and hyperglycemia. Which 

requires instant treatment. If such, patients can be diagnosed 

and treated from remote location could be helpful to save their 

lives. The possible approach is explored to overcome all 

problems in traditional model.    

 

 

4. DATASET 

 

The dataset considered for the analysis comprises of 

diabetes and cardiac related records based on the cholesterol 

HDL and LDL long with insulin values. Data is collected from 

association of peripheral adipose tissues pathology with type 

2 diabetes in Asian Indians. Total 997 sample records 

including Asian Indians lab and from different cycles of family 

members and “without any alteration [17]. It has total various 

attributes (12 input, 1 output) related to prescribe heart and 

diabetes diagnosis based on blood sample taken from patients. 

Table 1 consists of the attributes and its specifications. 

 

Table 1. Attributes of health patient 

 
Attributes Specifications 

Gender The gender specification of patient 

Phenotype The normal glucose tolerance 

test a genotype of patient based on blood sample 

Triglycerides One kind of fat. It gets reserved in body from calories 

that are not burned in routine lifecycle and are stored 

in body as extra calories. 

Cholesterol It is a fat like waxy substance that gets accumulated 

in all cells and required to generate healthy cells and 

hormones in blood. But if it is in excess then this 

Attributes creates problem in blood flow rate and 

gives rise to the heart diseases. Sometimes it form 

clot in blood vain that leads to heart stroke 

HDL Lipoproteins with high-density. It is cholesterol good 

for heart because it does not remain in blood for long 

time. HDL sends by body parts to liver and liver 

eliminate it from body. 

LDL It known as Low- density lipoproteins. It is also 

called ‘bad’ cholesterol it gets accumulated around 

the arteries. 

VLDL it is known as Very low-density lipoproteins. It 

contains high number of triglycerides and is also 

considered as one of the reasons to buildup 

cholesterol around the arteries walls. 

Insulin Insulin is a form of hormone that let the body to use 

glucose available in food to produce energy. is. 

... ----- etc. 

 

Outcome 

This attribute used to check the health status of one’s 

heart based on the attributes collected from blood 

strains. 
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5. PROPOSED METHODOLOGY 

 

Proposed model dinocarid consist of three phases:  

GEETN (Pre-processing technique) is a novel approach,  

M-GWO (Modified-Grey Wolf Optimization) important 

feature selection,  

Stacking (Train and test Model). To accomplish the 

diagnosis of Diabetes + cardiac profile of patients both the 

model contributed successfully to produce efficient outcomes. 

Figure 1 shows the proposed model where the process 

consists various steps. The process of filter the data is based 

on statistics and list is sorted towards the leaf node splitting of 

dataset is completed by arguments values. 

 

5.1 Pre- processing technique (GEETN) 

 

This proposed novel technique (GEETN) is to pre-process 

the raw data consisting of findings of cardio vascular and 

diabetes. First attributes are labelled based on reading of 

attributes - (Label 0: normal range of attributes, Label 1: 

borderline and above and Label 2: high risk) of cardiac arrest 

due to diabetes mellitus.  At first all the missing values were 

identified in raw healthcare data. Imputation is conducted with 

the standard values of attributes based on the standard 

healthcare defined by medical research center.  

[ LDL = TC – HDL – 0.2*Triglycerides] is one of the of 

calculation is applied. Another example blood glucose level 

ranges below 80 considered as normal and label = 0, moderate 

range 80 from 180 label = 1, and high glucose above 180 label 

= 2. In similar manner all attributes have been calculated using 

(Eqs. (1)-(2)). Outcomes is labeled using Eq. (3). 

Pre – processing – algorithm (GEETN) - The missing and 

null value of dataset has been changed on the basis of standard 

value of attributes defined by doctor. Second challenge is to 

process real time health data streaming. Figure 2 shows how 

to handle the null value is also matter of concern. Because any 

value in health data is specific health reading Why….. ? – 

Health attributes can be replaced with any random value and 

not with mean average value. It cant be 0 either. 

 

 
 

Figure 1. Proposed model – flow chart representation of model 

 

 
 

Figure 2. Categorical dataset 

1551



The following steps is applied to calculate GEETN. 

(1) All value of attributes has been calculated for its normal 

range of health parameters.  

(2) Health dataset is pre-processed using the normal range 

of each attribute. Then the outcomes are calculated according 

to the value of each attribute. 

(3) The proposed method then identify as the null value in 

healthcare dataset and the healthcare dataset based on the 

novel approach. 

(4) Imputation method for categorical columns is applied. 

(5) Impute the missing value using GEETN. 

(6) The missing value is first detected and replaced by 

calculating values based on other parameters. 

(7) GEETN is applied on attributes those are correlated with 

other attributes. For example, cholesterol value predicted by 

blood strain is correlated with (LDL, HDL, VLDL). Likewise, 

Hb1ac. 

(8) Imputation is evaluated on the basis of health value of 

different attributes. 

(9) Dependent variable is calculated by using following 

equation: 

 

(𝑜𝑢𝑡𝑝𝑢𝑡)^𝑛 = ∑_(𝑖 = 0)^𝑛(input_attributes) (1) 

 

(10) Further the output (dependent variable) is labelled 

according to the range of abnormality in diagnosis. Equation 

to label dependent variable: 

TN= Total number of labels considered in range of 

abnormality 

y= average of TN 

z= ∑ 𝑧𝑇𝑁
𝑦  

 

|𝑙𝑎𝑏𝑒𝑙𝑜𝑢𝑡𝑐𝑜𝑚𝑒 : 𝑥| = {

𝑥 = 0,                     𝑥 = 0
𝑥 = 1, 𝑥 > 0, 𝑥 ≤ 𝑦
𝑥 = 2, 𝑥 ≥ 𝑧, 𝑥 ≤ 𝑧

⬚

 (2) 

 

(11) Output is the new leaf node attribute from all 

observations of input attributes that has been defined for 

normal health of patients. 

 

(𝑜𝑢𝑡𝑝𝑢𝑡)𝑛 = ∑ (input_attributes)
𝑛

𝑖=0
 For normal 

healthy readings of patient. 
(3) 

 

5.2 Grey wolf optimization 

 

Typically, grey wolves exhibit a preference for living in 

packs, with an average group size ranging from 5 to 12 

individuals. Within the social structure of a grey wolf pack, 

there are stringent rules governing dominance and hierarchy. 

The pack consists of the following roles: 

I. Alphas, serving as leaders, are responsible for decision-

making, and their directives are followed by the entire 

pack. 

II. Betas, subordinate to alphas, assist in decision and other 

group happenings. Betas can be either gender, and they 

often emerge as strong contenders for assuming the 

alpha role. 

III. Omegas play the role of scapegoats and are required to 

update all dominant wolves. They also considered as last 

in line to partake in meals. 

IV. Alphas and betas may have authority over deltas, but 

deltas exert control over omegas. This group comprises 

scouts, sentinels, elders, hunters, and caretakers. Scouts 

vigilantly watch over territorial borders, warning the 

pack of potential threats. Sentinels are dedicated to 

safeguarding and ensuring the safety of the pack. Elders, 

having previously held alpha or beta roles, bring 

experience and wisdom. Hunters collaborate with alphas 

and betas in capturing prey to sustain the pack. 

Caretakers, on the other hand, attend to the needs of 

weak, ill, and injured pack members. 

The framework of Grey Wolf Optimization model, the most 

optimal solution is denoted as alpha (α). The subsequent two 

best solutions are referred to as (β) and (δ) delta [18]. The 

remaining solutions for another candidate are collectively 

designated as (ω) omega. Hunting [2] pattern is provided by 

these four entities—α, β, δ, and ω—each following one of the 

three aforementioned candidates [4]. To simulate the 

encircling pack’s behavior necessary to hunt the prey, the 

mathematical modeling of this behavior is represented by the 

following equations, namely Eqs. (4)-(7).  

 

𝑃⃗ (𝑡 + 1) =  𝑃⃗ 𝜌(𝑡) + 𝑊⃗⃗⃗ . 𝑍   (4) 

 

In Eq. (5), 𝐷⃗⃗  is represented with iteration number t, 𝑊⃗⃗⃗  and 

𝑌⃗  are vectors of coefficients. 𝑃⃗ 𝜌  denotes the prey position, 

while 𝑃⃗  signifies the grey wolf position [6]. 

 

𝑊⃗⃗⃗ =  |𝑌⃗ .  𝑃⃗ 𝜌(𝑡) −  𝑃⃗ (𝑡)| (5) 

 

The 𝑊.⃗⃗⃗⃗  ⃗ 𝑌⃗  vector are calculated as in Eqs. (6) and (7): 

 

𝑥 = 2𝑥. 𝑟1⃗⃗⃗⃗ − 𝑥 (6) 

 

𝑌⃗ = 2𝑟2⃗⃗⃗⃗    (7) 

 

The process involves linearly decreasing the parameter 'a' 

range 2 to 0 throughout iterations, with 'r1' - 'r2' [18] 

representing random vectors within the range [0, 1]. Generally, 

the alpha guides the hunting, with occasional participation 

from beta and delta. Wolves' positions are updated by 

expression as in Eq. (8). 

 

𝑃⃗ (𝑡 + 1) =
𝑃1⃗⃗ ⃗⃗  +𝑃2⃗⃗ ⃗⃗  +𝑃3⃗⃗ ⃗⃗  

3
  (8) 

 

𝑃1
⃗⃗  ⃗, 𝑃2

⃗⃗⃗⃗ , 𝑃3
⃗⃗⃗⃗  are define as in Eqs. (9)-(11), respectively. 

 

𝑃1
⃗⃗  ⃗ =  |𝑃𝛼

⃗⃗  ⃗ − 𝑊1
⃗⃗ ⃗⃗  ⃗. 𝑍1

⃗⃗⃗⃗ | (9) 

 

𝑃2
⃗⃗⃗⃗ =  |𝑃𝛽

⃗⃗⃗⃗ − 𝑊2
⃗⃗ ⃗⃗  ⃗. 𝑍1

⃗⃗⃗⃗ | (10) 

 

𝑃3
⃗⃗⃗⃗ =  |𝑃𝛾

⃗⃗  ⃗ − 𝑊3
⃗⃗ ⃗⃗  ⃗. 𝑍1

⃗⃗⃗⃗ | (11) 

 

where 𝑃𝛼
⃗⃗  ⃗, 𝑃𝛽

⃗⃗⃗⃗ , 𝑃𝛾
⃗⃗  ⃗  best 3 solution found in first phase with t 

iteration of swarm, 𝑊1
⃗⃗ ⃗⃗  ⃗, 𝑊2

⃗⃗ ⃗⃗  ⃗, 𝑊3
⃗⃗ ⃗⃗  ⃗ are mentioned in Eq. (3), and 

𝑍𝛼
⃗⃗ ⃗⃗  , 𝑍𝛽

⃗⃗⃗⃗ , 𝑍𝛿
⃗⃗⃗⃗  Eqs (12)–(14) defined, respectively. 

 

𝑍 𝛼 = |𝑌1⃗⃗  ⃗.  𝑃𝛼
⃗⃗  ⃗ −  𝑃⃗ |  (12) 

 

𝑍 𝛽 = |𝑌2
⃗⃗  ⃗.  𝑃𝛽

⃗⃗⃗⃗ −  𝑃⃗ | (13) 

 

𝑍 𝛾 = |𝑌3
⃗⃗  ⃗.  𝑃𝛾

⃗⃗  ⃗ −  𝑃⃗ | (14) 
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where 𝑌⃗ , 𝑌2
⃗⃗  ⃗, 𝑌3

⃗⃗  ⃗ are define as in Eq. (5). 

A concluding note regarding the GWO pertains to the 

adjustment of the parameter 'x'. The parameter 'a' undergoes a 

linear update during each iteration, transitioning from 2 to 0 in 

accordance with Eq. (15). 

 

𝛼 = 2 − 𝑡
2

𝑀𝑎𝑥𝐼𝑡𝑒𝑟
  (15) 

 

Algorithm 1: Grey Wolf Optimization (GWO) 

Input: 

n: Total count of G-W in the group, 

N-Iter: Iteration counts to optimize. 

Output: 

Pα: Best grey_wolf location, 

f(Pα): Optimal fit_ness cost. 

Initialization: 

1. Initialize n grey_wolf positions from random 

population. 

2. Find Alpha, Beta, and Delta: 

3. Find the Alpha, Beta, and Delta solutions grounded on 

their appropriateness values. 

4. Optimization Loop: 

While ending criteria are not met, do the following: 

a. Update Positions: 

For each wolf i in the pack, update the wolf’s current 

position calculated using Eq. (5). 

b. Update Parameters: 

i. Update the parameters a, A, and C. 

c. Calculate Position: 

ii. individual wolves positions evaluate. 

d. Update 

iii. Update α, β, and δ. 

End Optimization Loop 

Note: The algorithm iteratively updates the positions of 

the grey wolves, adjusts parameters, evaluates fitness, and 

updates the alpha, beta, and delta solutions until the 

stopping criteria are met. 

 

Modified Grey Wolf Optimization (M-GWO): 

Wolf locations are continually adjusted to any point in space 

using the GWO technique. Certain unique issues, such feature 

selection, have solutions that can only be found in the ranges 

from {0,1} binary digits, by which a unique version of the 

GWO is needed. This proposed model proposes novel M-

GWO for the job of feature selection. Each wolf is drawn to 

the top three best solutions by the wolves updating equation 

[2], which is a function of three location vectors, xα, xβ, and 

xδ. The pool of solutions in the M-GWO is always in binary 

form, with every solution located on a hypercube's corner. 

 

𝑃𝑖
𝑡+1 = 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑃1, 𝑃2, 𝑃3) (16) 

 

where Crossover [19] considered as preferred cross over 

among solutions - x; y; z and P1; P2; P3 vectors of binary, 

indicating impact on movement of wolf towards alpha, delta, 

and beta grey_wolves in sequence, are represented by P1, P3, 

and P2. The calculations for these vectors are determined 

through Eqs. (17), (20), and (23), respectively. 

 

𝑃𝑖
𝑑 = {1 𝑖𝑓 (𝑃𝛼

𝑑 + 𝑏𝑠𝑡𝑒𝑝𝛼
𝑑) ≥ 1

0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                     
 (17) 

 

Here, 𝑃𝛼
𝑑  denotes the alpha wolf’s position vectors in 

dimension d, and 𝑏𝑠𝑡𝑒𝑝𝛼
𝑑  is represented as binary step for d 

dimension, which can be computed according to the formula 

presented in Eq. (18). 

 

𝑏𝑠𝑡𝑒𝑝𝛼
𝑑 = {1 𝑖𝑓 𝑐𝑠𝑡𝑒𝑝𝛼

𝑑  ≥ 𝑟𝑎𝑛𝑑
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒              

  (18) 

 

In this context, "rand" represents a randomly generated 

number from a uniform distribution. Meanwhile, 𝑐𝑠𝑡𝑒𝑝𝛼
𝑑  

stands for the continuous-valued step size [20] associated with 

d dimension. This step size may be determined by employing 

a sigmoidal function [2], as outlined in Eq. (19). 

 

𝑐𝑠𝑡𝑒𝑝𝛼
𝑑 =

1

1+ 𝑒−10(𝐴1
𝑑(𝐷𝛼

𝑑−0.5)
  (19) 

 

where 𝑊1
𝑑  are evaluated using Eqs. (3), and (9) in the d 

dimension. 

 

𝑃2
𝑑 = {

1 𝑖𝑓 𝑥𝛽
𝑑  ≥ 1

0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (20) 

 

In this scenario, 𝑃2
𝑑  signifies the beta wolf’s position 

vectors of wolf in d dimension, and a binary 𝑏𝑠𝑡𝑒𝑝𝛼
𝑑   step in 

mentioned in d dimension, the computation is specified in Eq. 

(21). 

 

𝑏𝑠𝑡𝑒𝑝𝛽
𝑑 = {

1 𝑖𝑓 𝑐𝑠𝑡𝑒𝑝𝛽
𝑑  ≥ 𝑟𝑎𝑛𝑑

0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒              
  (21) 

 

In this context, "rand" denotes a randomly generated 

number from a uniform distribution. Additionally, 𝑐𝑠𝑡𝑒𝑝𝛼
𝑑 

represents the continuous-valued step size [2] associated with 

dimension d. The calculation of this step size involves the 

utilization of a sigmoidal_function, as described in Eq. (22). 

 

𝑐𝑠𝑡𝑒𝑝𝛽
𝑑 =

1

1+ 𝑒
−10(𝐴1

𝑑(𝐷𝛽
𝑑−0.5)

  (22) 

 

where W1, Zd, and d for β are calculated using Eqs. (3), (9) in 

the (d) dimension. 

 

𝑃3
𝑑 = {1 𝑖𝑓 (𝑃𝛿

𝑑 + 𝑏𝑠𝑡𝑒𝑝𝛿
𝑑) ≥ 1

0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                     
  (23) 

 

In this context, 𝑃𝛿
𝑑  designates the delta wolf’s position 

vectors in dimension (d), while 𝑏𝑠𝑡𝑒𝑝𝛽
𝑑  represents a binary 

step for d dimension. The computation of this binary step is 

outlined in Eq. (24). 

 

𝑏𝑠𝑡𝑒𝑝𝛿
𝑑 = {1 𝑖𝑓 𝑐𝑠𝑡𝑒𝑝𝛿

𝑑  ≥ 𝑟𝑎𝑛𝑑

0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒              
  (24) 

 

The modified version is executed using two distinct 

methods. In the initial method, steps followed for top three 

best solutions are labeled and binarized. A stochastic crossover 

is then employed among these 3 fundamental moves for 

determining the grey wolf's next expected position. The next 

approach involves using a sigmoidal function to transform the 

continuously updated position. The resulting values are 

stochastically thresholder to ascertain the updated position of 

the grey wolf. Both methods for the modified Grey Wolf 
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Optimization (M-GWO) are applied within the field of feature 

selection, with the objective of identifying a subset of all 

features that maximizes classification accuracy while 

minimizing the selected features. Figure 3 presents the 

proposed stacked Model. 

 

 
 

Figure 3. Proposed stacked model 

 

Algorithm 2: Proposed stacked model 

Input: 

• (D_Train) is dataset, attributes (X) and outcome label 

(y)  

• Bs modls (BM1, BM2, ..., BMn) 

• Me_ta_modl (MetaM) 

Output: 

• Tst_Data (D_tst) prdictn rslt 

1. Train data split label: 

 multiple folds to split dataset (FM1, FM2,.....FMn) to 

apply cross validation. 

2. initialize stacke data_set: 

 Generate matrix (SM) with empty value, load the 

predicted result from Bs_modls into SM. 

Interation for each FMi fold in FM fold: 

FMi fold value split to prepare training_set 

(FMi_training), a validation_set (FMi_value). 

3. Predicted values store in Bs_modls: 

base model from 0 to BMi. 

BMi trained from FMi_training 

FMi is used to predict FMi_value. 

Add the predicted result to SM. 

4. MetaM is trained based on stacke data_set: 

 input attributes are stored SM with corresponding true 

labels from FMi_value outcome variable. 

5. SM is used to train the me_ta-modl MetaM. 

 Create predictions from me_ta-modl: 

For each base model BMi: 

Train BMi on the entire training dataset. 

Prediction based on BMi. 

Matrix TM gets appended based on prediction. 

6. Gets final value of predicted results and update me_ta-

modl: 

 

 Labeling is done for from predicted results of BM 

dataset. 

7. Output: 

 Test dataset is prepared from Final prediction (D_test). 

 

KNN: 

KNN is acknowledged as forthright and logical machine 

learning technique. Nearest data points are compared. New 

data points are assigned to nearest neighbours. Where "k" is 

total neighbours needs to considered for calculation of data 

points. KNN is simple to use and understand. The KNN [21] 

is beneficial for small size of dataset, while apply is on bigdata 

may be disappointing. 

Random Forest: RM is a well-organized Machine 

Learning technique. It is applied for both problems – 

classification and regression.  Tree is generated from randomly 

selected training data; group of decision tree are produced 

from dataset. afterwards, final prediction is produced by 

complete results of several decision tree.  

Decision Tree (DT): An efficient ML approach based on 

numerous input features, model is constructed by selected tree 

and potential outcomes. Best suitable tree is selected among 

all iteration. In case of overfitting DT is complicated.   

SVM (Support vector machines): The aim of SVM is 

technique in which margin and hyperplane is used to classify 

dataset. Margin is used to decide boundary by taking support-

vectors for hyperplane.  

 

 

6. RESULT AND DISCUSSION 

 

Proposed algorithm introduced advance healthcare system 

that can successfully predict diabetes patient’s health status. It 

also helps to predict heart health and cardiac arrest chances at 

early stage which is very critical to predict in traditional 

healthcare system. It was observed by doctors that due high 

diabetes patient died due to silent cardiac arrest. Proposed 

framework cardiodibet is capable to predict the risk of cardiac 

arrest at early stage. The diabetes detection health system 

generated using prediction of real time health data stream 

consist of diabetes and heart related attributes as it is 

combinational dataset, where attributes are dependent and 

missing value calculation is key challenge. Therefore, it 

requires pre-processing algorithm by applying imputation 

methods. The proposed work contributed GEETN pre-

processing algorithm to prepare training dataset after pre-

processing. Figure 4 depicts the classification of patients based 

on risk of cardiac arrest due to diabetes mellitus. Results are 

categorised in three distinguished states: Norma, Moderate 

and At High Risk. It has been observed that out 997, 23 

patients are below the risk of cardiac arrest. Mortality is 91 out 

of 997 and morbidity cases are 883. 

 

 
 

Figure 4. The results categorised the health status of patients 
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Figure 5. Modified Grey Wolf Optimization (M-GWO) 

feature selection 

 

In this study presents a Modified Grey_Wolf Optimization 

(M-GWO) algorithm, applied to the task of selecting an 

optimal feature subset for classification purposes. This 

technique is applied on the preprocessing dataset obtained 

from technique. After 10 iteration we gotten features are 

selected Gender, Phenotype, NEFA, hsCRP, Triglycerides, 

Cholesterol, LDL, VLDL, Sr-cr, HOMA-R. as shown in 

Figure 5. 

In Figure 6 depicts the count of patients have cholesterol 

different categories Normal diabetes, Moderated diabetes, at 

high risk of diabetes of M-GWO dataset. 

In Figure 7 depicts the skewness of patient’s data have 

Gender, Phenotype, hsCRP, Triglycerides, Cholesterol, 

HOMA-R different categories Normal diabetes, Moderated 

diabetes, at high risk of diabetes of M-GWO dataset.  

In Figure 8 depicts the correlation of patient’s data having 

features Gender, Phenotype, NEFA, hsCRP, Triglycerides, 

Cholesterol, LDL, VLDL, Sr-cr, HOMA-R different 

categories Normal diabetes, Moderated diabetes, at high risk 

of diabetes of M-GWO dataset. 

In Figure 9 depicts the importance of patient’s data having 

features Gender, Phenotype, NEFA, hsCRP, Triglycerides, 

Cholesterol, LDL, VLDL, Sr-cr, HOMA-R different 

categories Normal diabetes, Moderated diabetes, at high risk 

of diabetes of M-GWO dataset. Higher the value denotes more 

important features. Based on observation Figure 9 shows the 

priority of features for investigation of risk of cardiac arrest 

due to diabetes mellitus. 

 

 
 

Figure 6. The results categorised the health status of patients 

 

 
 

Figure 7. Skewness of patients data 
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Figure 8. Corelation among different features 

 

 
 

Figure 9. The results categorized the health status of patients 

 

Accuracy Measurement: Accuracy serves as an 

assessment of the overall accuracy of the model, gauging the 

ratio of correctly predicted instances to the total instances. 

Matthews Correlation Coefficient (MCC): The MCC 

depicts true positives (TP), true negatives (TN), false positives 

(FP), and false negatives (FN) [14]. Its consider ranges from -

1 to 1, where 1 denoting a flawless prediction, 0 indicating no 

improvement over random chance, and -1 signaling complete 

discordance between prediction and observation. 

Harmonic Mean of Precision and Recall (F1 score): The 

F1 is the harmonic mean of recall and precision [10] striking a 

balance between the classifier's ability to avoid mislabeling 

negative samples and its capability to identify all positive 

samples. 

Table 2 and Figure 10 shows overall training performance 

pf various algorithm such as KNN SVM_RBF, DT, RF, MLP 

and proposed model. accuracy of 96.65% MCC (36.76%), and 

f1 score (95.02 %) that helps in early detection of patients’ 

health condition to reduce the rate of death cases, cardiodibet 

healthcare systems helps in providing better monitoring, 

communication and early diagnosis of diabetes and cardiac 

health of patients. 
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Table 3 and Figure 11 shows overall training performance 

of various algorithm such as KNN SVM_RBF, DT, RF, MLP 

and proposed model. accuracy of 99% MCC (70.35%), and f1 

score (99.16%) that helps in early detection of patients’ health 

condition to reduce the rate of death cases, cardiodibet 

healthcare systems helps in providing better monitoring, 

communication and early diagnosis of diabetes and cardiac 

health of patients. 

 

Table 2. Overall training performance of various algorithm 

 

 Accuracy MCC F1 

knn 0.950948 0.606191 0.957273 

Svm_rbf 0.960981 0.231563 0.942816 

dt 0.963211 0.333375 0.945750 

rf 0.965440 0.402098 0.951409 

mlp 0.958751 0.000000 0.938561 

Proposed_model 0.964326 0.367657 0.950252 

 

Table 3. Overall testing performance of various algorithm 

 

 Accuracy MCC F1 

knn 0.96 0.438086 0.972921 

Svm_rbf 0.99 0.000000 0.985025 

dt 0.98 -0.005051 0.980000 

rf 0.98 0.572471 0.986565 

mlp 0.98 -0.010101 0.980000 

Proposed_model 0.99 0.703526 0.991641 

 

The pre-processed data were further used for prediction. 

Comparison outcome was illustrated by comparing various 

prediction algorithms various algorithm such as KNN 

SVM_RBF, DT, RF, MLP and proposed model helps on the 

cardiac related dataset [20-22]. The pre-processing of is 

conducted by comparing the data for the healthy range of 

cardiac blood sample’s readings. Outcomes of cardiodibet 

suggested that proposed classifier gives better performance to 

filter the dataset and provides the health status of cardiac 

patient with more accuracy. Handling real time data streaming 

of the missing value for health data is also the challenge that 

could overcome by GEETN method. Table 3 shown 

description of proposed algorithm with different parameters - 

accuracy of proposed method is proposed accuracy of 99% 

MCC (70.35%), and f1 score (99.16%) that helps is also higher 

than another traditional algorithm. Overall performance of 

proposed method is outperform as compared to another 

traditional algorithm. The graphical representation of all 

parameters shown in Figure 10 is well defined. Along with 

performance the proposed method also categories the number 

of patients according to their health status Normal, Moderate 

and High risk of their health status on the basis of prediction. 

Figure 3 shows the counts the health status of patients by 

checking the risk factor evaluated by attributes of diabetes and 

cardiac symptoms reading. Proposed model in developing 

cardiodibet supports to provide outcomes of real time 

healthcare data, following parameters have been produced to 

analyse the outcomes of diabetes + cardiac data. Matrix 

consists of – accuracy, MCC, f1 score are calculated using 

label_outcome as output attribute and patient’s medical 

readings input attributes. Figure 10 represents the visualization 

of performance of cardiodibet healthcare system. 

 

 

 
 

Figure 10. The results categorized the health status of patients 
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Figure 11. The results categorized the health status of patients 

 

 

7. CONCLUSIONS 

 

To detect the healthcare real time data (Based on Diabetes 

and cardiac diseases), algorithm applied on dataset those are 

best for feature prediction and splitting the dataset to predict 

the disease accurately. Comparison of traditional algorithm 

and proposed model applied for prediction of health disease. 

various algorithm such as KNN SVM_RBF, DT, RF, MLP 

[23] and proposed model. accuracy of 99 % MCC (70.35%), 

and f1 score (99.16 %). Overall performance of proposed 

model is outshined than as compared to traditional algorithms. 

features to evaluate risk of cardiac arrest due to diabetes. The 

graphical representation of all parameters shown in Figure 11 

is well defined. Along with the performance, the proposed 

method also categories the number of patients according to 

their health status (Normal, Moderate and High risk) using 

proposed methodology. Novel approach applied in proposed 

work counts the health status of patients by checking the risk 

factor evaluated by attributes of diabetes and cardiac 

symptoms reading. proposed model algorithm gives 99% 

accuracy helps to predict the health disease at early stage based 

on patient’s data and precautionary measures may be 

suggested by doctors. The cardiodibet is based on prediction 

of cardiac + diabetes symptoms the classification of patient’s 

health status can be improved. Framework is successfully 

predicting cardiac arrest and the impact of diabetes over 

cardiac arrest. In future, framework can be able to predict the 

effect of diabetes on other vital organ those are not addressed 

in current studies like – kidney, eye retina etc. and predict the 

risk of damage in another vital organ. 
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