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Image alignment represents a crucial and essential subject in computer vision applications 

for image analysis. Getting spatial transformation to align a moving image with a reference 

image is the aim of image alignment. Deep learning techniques, which have been more and 

more popular recently, provide good outcomes when applied to alignment challenges in 

addition to many other computer vision problems. In this work, a supervised DL technique 

has been used in order to estimate the spatial transformation parameter. The spatial 

transformation model is based on the stiff technique. To convert moving images to a fixed 

image, rigid transformation parameters are estimated using a supervised convolutional 

neural network (CNN). The primary contribution of the presented research is to use a model 

to handle input images with quality degradation to carry out supervised rigid image 

alignment with the regression model of the CNNs. In the study, many parameters have been 

examined in an attempt to ascertain the impact of noise in each image and the parameters 

that yield the optimal outcomes for the problem. 
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1. INTRODUCTION

One of the most noteworthy problems in image processing 

field is image alignment, or IA. Image alignment is done for a 

variety of reasons, including getting region of interest images 

from various perspectives or distances, using various 

modalities, getting them with various techniques, and getting 

them at various times. Many industries, including medicine 

and radiology, defense sector, cartography, remote sensing, 

and computer vision, use the IA technique. In realm of image 

processing, image alignment is frequently used for tasks like 

image-guided operations and illness monitoring and diagnosis 

[1]. Image alignment algorithms are capable of identifying the 

connections between images that have different levels of 

overlap. These algorithms are particularly useful for tasks like 

video stabilization, summarization, and generating panoramic 

mosaics [2]. Two photos are used as the alignment process's 

input. A reference or fixed image is one of input images. We 

refer to the other image as moving one. The altered image that 

has been created by applying different transformations, like 

affine, rigid, or deformable, is represented by moved image. 

Moving and fixing image pairings into a single coordinate 

system is the process of image augmentation, or IA. The 

mapping process aims to align specific features present in both 

photos. Finding parameters which would result in maximizing 

similarity between the 2 images is the goal of the image 

alignment process [2, 3]. As demonstrated in Eq. (1), the 

image alignment problem may be viewed as optimization 

problem. Where �̂� represents desired spatial transformation, 

𝐼𝐹 stands for reference or fixed image, and 𝐼𝑀 for moving 

image in Eq. (1). (𝐼𝑀) is the distorted image produced by 

applying transformation 𝑇 on 𝐼𝑀. The dissimilarity or the 

similarity between 𝐼𝐹 and the warped images (𝐼𝑀) is assessed 

by function S(). The objerctive of image alignment is finding 

the transformation 𝑇 that, given a cost function, maximizes 

image similarity or reduces image dissimilarity [4]. 

�̂�=𝑎𝑟𝑔𝑚i(𝐼𝐹,𝑇(𝐼𝑀)) (1) 

DL networks like CNNs were known as state-of-art in a 

broad range of applications, especially in the field of computer 

vision like classification, segmentation, and alignment due to 

exhibited promising results. When compared to classical 

methods, DL methods yield better results. Most DL-based 

models are used in segmentation and classification 

applications [5, 6]. The alignment challenge differs 

significantly from the standard classification problem. Finding 

the image similarity and transformation parameter values 

(rotation, translation, and scaling) maximizing similarity 

between fixed and moving images is critical in the image 

alignment problem. Consequently, it is not possible to directly 

adapt CNN networks to the alignment issue [7]. Numerous 

successful research has applied DL techniques on registered 

image pairs. To evaluate the position and posture of 

implemented subject during surgery, Miao et al. [8] employed 

CNN regression. The goal of their CNN model was to forecast 

6 inflexible parameters of transformation. The vast majority of 

realistic ground-truth training material for DL-based image 

alignment was synthesized by Uzunova et al. [9]. From the 

available training images, they essentially learned a statistical 

appearance model, which they then used to synthesis a random 

number of new images. The study of Eppenhof et al. [10] 
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included employing CNN to record deformable medical 

computed tomography image pairings. Transformation 

parameters are learned immediately by their architecture. 

Utilizing fully convolutional network, some researchers [11] 

provide an unsupervised learning technique for registering CT 

image pairings. Their network warps a moving image to a 

map-fixed image by estimating a dense displacement vector. 

De Vos et al. [12] used unsupervised learning to train their 

CNN regressor end-to-end in order to maximize the metrics of 

similarity between the image pairs. They have used the 

MNIST data collection and images to test their network. The 

spatial transform network, which creates the vector of 

displacement, makes use of the network's output parameters. 

CNN-based unsupervised stiff image alignment has been 

proposed by Liu et al. [13]. The network output is the fixed 

and moved images attributes. Between registered image and 

fixed image, loss is computed. The stiff motion was 

represented by ultrasound images. They claimed that 

compared to traditional procedures, their approach produced 

faster and more successful results [14]. The key contribution 

of this work is the innovative, supervised, CNN-based rigid 

image alignment technique that has been suggested. By 

experimenting with various parameters, it has been attempted 

to find the ones that provide the best outcomes for the problem. 

Furthermore, we examine how the state-of-the-art 

convolutional network performs in a job of image 

classification in relation to the quality of images, and we 

propose a unique architecture to mitigate the consequences. 

We select common noise forms and JPEG lossy compression, 

which are immediately recognizable as bad quality in real-

world photographs. We utilize the most prevalent noise 

sources that are observed in actual world—Gaussian—due to 

the fact that there are other causes which can generate different 

noise types. Next, in order to improve image alignment 

performance in the noisy environments, we explore how 

popular models of NNs perform worse and experiment with 

the most popular input image pre-processing. We create the 

neural network model using the most popular input image 

denoising technique. 
 
 

2. GENERAL REVIEW 

 

Image alignment classification areas and methods that have 

been used are briefly explained in this section. 

 

2.1 Classification of techniques for aligning images 

 

There are numerous ways to classify image alignment 

techniques. Dependent on spatial transformation model, the 

alignment technique might be either stiff or non-rigid (affine, 

deformable). Rigid models take scaling, shearing, translation, 

and other factors into account. Since deformable image 

alignment determines voxel-to-voxel or pixel-to-pixel for 3D, 

it is more sophisticated and challenging than rigid image 

alignment. One could argue that the optimization problem is 

ill-posed [15-17]. We can see the deformable alignment in Eq. 

(2). The regularization term is 𝑟e(𝑇), and the regularization 

parameter is denoted by 𝜆. 

 

�̂�=𝑎𝑟𝑔𝑚i(𝐼𝑅,𝑇(𝐼𝑀))+𝜆𝑟e𝑔(𝑇) (2) 

 

2.2 The traditional technique for aligning images 

 

There are four processes involved in conventional image 

alignment [18-20]. The technique of detecting features is the 

initial phase. There are two ways to employ features for 

alignment. The first is intensity-based, while the second 

involves choosing specific points within the image and 

aligning them. The matching of features is the second phase. 

Image transformation, also known as resampling, is the final 

phase, while transformation model estimation is the third. The 

moving image is altered in this step based on the 

transformation parameters. Three crucial elements make up 

conventional image alignment. These are models of geometric 

transformation, optimization techniques, and similarity 

metrics. 

 

2.3 Image alignment using a deep learning technique 

 

DL techniques have lately been effectively applied to image 

alignment difficulties in addition to classical techniques. The 

three categories of supervised, unsupervised, and weakly 

supervised DL-based techniques are as follows. During 

network training in the supervised model, the "ground truth" 

values are utilized in order to calculate the loss function. The 

output image is obtained by applying reverse transformation 

to the moving image using the parameters of transformation 

that have been generated at network's output. In the 

unsupervised method, criteria of similarity have been applied 

to the inverted image at network's output while calculating 

error function. "Ground truth" is not employed in this network 

model [16, 21, 22]. 

 

2.4 Denoising methods for image alignment 

 

The issue of a noisy or distorted image data-set has been 

tackled numerous times in the past. Some researchers [23] 

tried to alter the neural network model's design by putting a 

unique image processing module ahead of NN model. For 

instance, Zhou et al. [24] concentrated on optimizing the NN 

model to increase its robustness to noise. In order to take into 

account real-world photos from imprecise image-capturing 

device, we have concentrated on image preparation techniques, 

such as image denoising. Our main goal is to show that the 

earlier methods of image processing also enhance NN model's 

output. Due to the fact that the most recent NN model has very 

deep layers, over a 100 layers, and contains numerous filters 

that have the ability of extracting the various spatial features 

of an image, typical de-noising filters might not operate on the 

deep NN. Consequently, we select 3 widely used techniques 

of de-noising and attach them prior to the NN module. By 

calculating the similarities between every pixel in the image 

and a weighted mean of its values, nonlocal filtering [25] 

leverages redundant information to suppress noise. In the 

meantime, bilateral filtering [26] substitute intensity value at 

every pixel in an image with a weighted mean of the intensity 

values from neighboring pixels to decrease noise and smooth 

the image while maintaining the edges. Last but not least, a 

total variation denoising technique [27] minimizes the aberrant 

signal's overall fluctuation in order to eliminate extraneous 

information and noise while keeping edges and crucial details 

intact. This has been based upon the theory that a signal that 

appears suspicious and has a lot of information could also have 

high total variation.  
 

 

3. PROPOSED METHOD 
 

This work aims to extract spatial transformation parameters 
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between two photos using CNN regression architecture. 

Figure 1 displays the model's overview. When estimating 

transformation parameters as an output, CNN regression uses 

the model's input of fixed and moving images from 

prepressing stage. Concatenation of the fixed and moving 

denoising images occurs before the feeding network, after 

which they are fed as a single image to the alignment network. 

Since the supervised technique was employed as a learning 

strategy, ground-truth values were utilized throughout training 

phase. Two images are processed by the CNN alignment 

network using a sequence of convolutional and pooling layers. 

Utilizing the variation in the parameter of transformation that 

has been generated by the network has been trained by using 

loss value in conjunction with ground-truth values. The 

ground-truth value and the model's anticipated output value 

are the two inputs needed by the loss function. 

 

3.1 Dataset and preprocessing 

 

The Stanford Streaming MAR Dataset has been utilized in 

order to put the suggested techniques into practice. 

The dataset has four categories with 23 distinct objects of 

interest, each represented by a single film in which the object 

remains stationary while the camera moves. Every video has 

100 frames with a 128×256 resolution. The visuals from the 

videos in the MAR dataset are shown in Figure 2. 

The Figure 3 represents the some samples of fixed and 

moved images in MAR dataset .Even though it was rarely 

noticeable, the present CNN produces images with quality loss 

or noise with decreased accuracy. Historically, noisy images 

have been processed using image-denoising techniques. 

Denoising sharpens the edges while reducing fine details and 

disturbances. This process can be conceptualized as essentially 

blurring the image and then sharpening its edges. 

Consequently, the resulting image suppresses noise by 

emphasizing edges and suppressed features. Denoising 

techniques have been shown to be a reliable means of 

suppressing noise, but whether or not they would function well 

when applied to a deep neural network remains to be seen. 

Because of this, before grafting the input image onto the neural 

network, we will first conduct denoising on it. Along with this 

single-model model, we empirically demonstrate that using 

the denoising method for training and testing can result in a 

model that is resistant to certain kinds of noise. We also 

produced JPEG compression loss because it might potentially 

be resistant to common quality-distortions. 

Have been applied Several rotations between [-20, 20] to 

original images in order to create synthetic images for the stiff 

transformation. The fixed image was rotated counterclockwise 

(positive value of rotation) and clockwise (negative value of 

rotation) to create synthetic images. The 750 and 250 photos 

from the MAR data sets are used to train the network. 

 

 
 

Figure 1. Proposed model overview 

 

 
 

Figure 2. MAR dataset 
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Figure 3. MAR dataset, fixed and moved images 

 

3.2 Transformation model 

 

The stiff technique served as the study's spatial 

transformation model. The parameters of the rotation 

transformations used to make the photos were attempted to be 

calculated. Mapping every one of the pixels in the image from 

one position (x1, y1) to the other (x2, y2) is one way to 

communicate geometric transformations. The rotation amount 

(θ) is the network's output. Rotation is the process of rotating 

a point at specific angle (θ) around an (x1, y1) coordinate in 

the input image to (x2, y2) point in the output image. A 

transformation matrix is a rotation matrix, as seen in Eq. (3). 

It is used to turn something in Euclidean space 

 
𝑥2
𝑦2

=
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

×
𝑥1
𝑦1

 (3) 

 

The two-dimensional Cartesian coordinate system's origin 

is rotated counterclockwise by this matrix at an angle of θ with 

respect to positive x axis. 

 

3.3 Network archıtecture 

 

The procedures involved in network design contain a few 

crucial points. The alignment challenge differs significantly 

from the standard classification problem. Finding the image 

similarity and transformation parameter values (translation, 

scaling and rotation) maximizing similarity between fixed and 

moved images is critical in the image alignment problem. Thus, 

it is not possible to directly adapt CNN networks-which are 

regarded as state-of-the-art in the studies of classification and 

segmentation—to the alignment problem. CNN can be created 

as regression network for use in IA applications. A continuous 

numerical value is returned by the single neuron in the last 

layer of the CNN. The concatenation of the images' moving 

and fixed positions serves as the network's input, and outputs 

of spatial parameters θ represent the network. The learning 

process was guided by ground-truth/target values. Ground-

truth values are produced using simulated photos. For the 

estimation of rigid transformation parameters needed for 

warping moving to fixed images, a supervised DL network is 

employed. Loss between the ground-truth labels and projected 

parameters is estimated next. During the data augmentation 

phase, a significant quantity of artificial images and ground 

truth are produced by randomly rotating the original fixed 

images. There was no similarity metric applied in this study. 

The network has been trained with the use of loss function 

rather than image similarity metric. This approach’s drawback 

is the fact that ground-truth data cannot be gathered. Getting 

ground-truth data can be done in two ways: the first, using 

classical alignment algorithms to create it synthetically, and 

second, using synthetic data. The study employed the second 

strategy because there weren't enough images. 

 

 

4. IMPLEMENTATION 

 

The implementation was carried out in Python on Intel (R) 

Core (TM) i7-10750 H 2.60GHz CPU and 16GB RAM using 

Keras with TensorFlow backend. This study experimented 

with several factors in an attempt to find the rotation value 

between image pairings. Table 1 displays the parameter values 

that were used. The experiment names are shown in Table 1 

between T1 and T6. Two distinct values for the learning rate 

(LR), 0.0001 and 0.00001, were tried using the Adam 

optimizer. Table 1 displays the various batch size (BS) and 

epoch number parameters that were used. Two functions have 

been utilized as loss functions. 

 

Table 1. Training fundimentals 

 
 Epochs LR BS Loss W-H 

TA1 300 1, 000E-03 40 MAE 256-128 

TA2 300 1, 000E-04 40 MAE 256-128 

TA3 200 1, 000E-04 50 MAE 256-128 

TA4 200 1, 000E-02 20 MAE 256-128 

TA5 200 1, 000E-02 20 MSE 256-128 

TA6 200 1, 000E-02 20 MSE 128-64 

 

The Mean Squared Error (MSE) and the Mean Absolute 

Error (MAE) are those. For each of the two fixed and moved 

images, the input image size was one of two sizes: 128×128×3 

and 64×64×3. The concatenation of the moved and fixed 

image pairs results in the new dimensions being 128×256×3 

and 64×128×3, respectively. Figure 4 shows how well the 

regression models perform. 
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The parameters that provide the CNN network with the 

greatest outcomes in estimating the rotation parameter are 

examined in this study. Several parameters have been explored 

for this. We have experimented with the apps to find out which 

parameters work best at lowering the loss value. The loss 

graphs depicted in Figure 4 display the outcomes of 

applications from TA1 to TA6. Examining graphs reveals that 

the altered epoch, LR, and BS values in TA1, TA2, and TA3 

applications had nearly identical effects. The loss in the other 

applications was affected differently in the TA4 application 

when the BS value of 20 was used. While min loss value has 

been about 0.20 for the first 3 applications, loss value has been 

about 0.10 as batch size effect for TA4 application. In TA5 

application, the activation function was MSE. It was noted that 

the application with the MSE loss function produced better 

outcomes than the first four applications. The input photos' 

dimensions are altered and supplied to the network in the TA6 

application. A shorter training period was obtained by 

decreasing the image size. After the study, it was found that if 

input image pair's size has been 64×64 rather than 128×128 

then the loss function did not alter significantly. It is possible 

to argue that using 64×64 input image pair sizes has greater 

benefits due to the fact that it is crucial to train the model more 

quickly and with a smaller number of the parameters. 

 

 
 

Figure 4. Regression model performance 

 

 

5. CONCLUSION 

 

A supervised rigid alignment approach using CNN for MR 

images has been proposed in this research. An input image 

denoising technique has been given in the study, and it 

attempts to find parameters that provide the optimal outcomes 

for the issue by experimenting with a range of values. From 

the military sector to the medical profession, image alignment 

is used in numerous fields. This crucial stage is employed in 

numerous applications, including image fusion, multi-sensor 

image analysis, and stereo. In numerous other domains, 

including visual odometry, stereo vision, object tracking, 

estimating holography, and image mosaicking, it is also 

employed as an alignment step. The problem of image 

alignment, which is used in a broad range of different contexts 

and for a variety of purposes, currently lacks a gold standard. 

Even with all of the work that has been done, academics are 

continuously working on this issue and developing new 

solutions.We currently use an NN model and a separate pre-

processing tool for image alignment. Thus, we plan to define 

further preprocessing modules and create architecture with 

end-to-end learning structures in the future. In this study, we 

have employed the well-known de-noising technique as a pre-

processing module to highlight edges and outlines as well as a 

way to accentuate particular features. Better outcomes are 

anticipated if we have success in creating a bespoke pre-

processing module. 
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