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Intrusion Detection Systems (IDS) play a vital role in network security by detecting and 

preventing malicious activities. The network intrusion data is integrated into a vast number 

of common occurrences due to the dynamic and ever-changing networking environment. 

This results in a scarcity of training cases for models and detection outcomes, accompanied 

by a significant percentage of false detections. Our suggested Network-IDS addresses the 

issue of data imbalance by integrating Deep Learning Networks (DLN) via hybrid sampling. 

We begin by collecting out-of-the-ordinary samples from the majority and eliminating them 

using the Difficult-Set-Sampling-Technique method, which stands for Difficult-Set-

Sampling-Technique (DSST). Next step is to increase the minority group's sample size 

using (DCGAN) means Deep-Convolutional-Generative-Adversarial-Networks. Step two 

involves building a model for a deep neural network to extract geographical features using 

DenseNet169, in addition, we utilize SAT-Net to capture features of temporal. This 

approach effectively represents the unique attributes of the dataset. Lastly, we deployed the 

EESNN to identify assault types. In addition to that, we conducted tests on the latest and 

most extensive intrusion datasets, the Telecommunications Network Internet of Things 

(ToN-IoT) dataset as well as the CICIDS2019 dataset, to verify of proposed approach. The 

outcome demonstrates that our recommended structure surpasses similar efforts in terms of 

accuracy, false alarm rate, recall, and precision. The findings indicate that our proposed 

system is superior to other attempts of a similar kind in terms of accuracy, false alarm rate, 

recall, and precision. We will provide a detailed explanation of this in the comparative 

section. 
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1. INTRODUCTION

The Internet of Things (IoT) facilitates communication 

between devices by utilizing various communication protocols, 

allowing them to exchange data. Smart systems consist of 

several components, including servers, software, control 

panels, sensors, and network infrastructure [1]. The Internet of 

Things technology transforms passive objects into smart ones 

by establishing a digital interconnection layer to address 

common real-world problems. Various ubiquitous global 

systems are now using IoT, including smart homes and 

workplaces [2], online education, economics, marketing, and 

smart cities [3, 4]. By 2035, there will be a total of one trillion 

Internet of Things (IoT) devices connected to the internet, and 

an additional 75 billion devices are projected to be online by 

2025 [5]. 

The widespread use of Internet-connected devices ensures 

that the network will inevitably see a large increase in data, 

namely in the form of traffic containing substantial amounts of 

information [6]. Substantial and confidential information has 

been divulged. Empirical evidence consistently indicates that 

cybercriminals will develop a keen interest in sensitive 

information. Those who possess the shared information are 

subject to substantial liability in the event of an unauthorized 

intrusion, including larceny or manipulation. Integrity, privacy, 

confidentiality, and utility must be ensured. Consumers and 

manufacturers of Internet of Things devices must prioritize the 

elimination of security hazards. The challenge of designing a 

security solution for the network’s connected devices, or the 

Internet of Things, is challenging due to the devices’ unique 

characteristics and limited resources. Therefore, the ‘hackers’, 

or rather cybercriminals, are shifting their attacks more often 

to the IoT devices.  

Al-Rubaye and Türkben [7] has identified that gadgets can 

be undermined through diverse approaches that include the 

development and modification of software and hardware, 

injection of improper code and setting up of viruses. By these 

actions, they in fact gain unauthorized access to the IoT 

network iOS stands for Internet of Things. 
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1.1 Network Intrusion Detection Systems (NIDS) 

 

NIDS stands for Network Intrusion Detection Systems 

which are components of robust frames used in network 

security to detect intrusion and abnormalities in network 

traffic. These systems examine the incoming and the outgoing 

packets of a network and determine whether or not they match 

attack signatures already stored in the system’s database, or 

apply the anomaly detection method that examines the 

irregularity within the system. The major goal of NIDS is to 

alert the system administrator on unauthorized activities as 

soon as possible to prevent network tampering and 

information menace [8].  

NIDS operate in two primary modes: It is classified into two 

parts which include; signature-based detection and anomaly-

based detection. In signature-based detection, traffic in a 

network is scanned using prescribed signatures of existing 

threats. This method is very efficient in identifying known 

attacks but bears low efficiency when it comes to unknown or 

emerging forms of attacks. Another category of detection 

techniques is known as anomaly-based, which creates a model 

of normal network traffic and seek to find any traffic that 

deviates from the model as anomalous traffic. As such, 

although this method excels in discovering new attacks, it 

yields a relatively larger number of false positives [9].  

Recent research has revealed that deep learning-based 

NIDSs have better accuracy than the machine learning ones, 

but they fail to detect the assaults that have lower traffic 

because of the dataset biases [10]. Modern intrusion detection 

datasets often have a small number of attack instances 

compared to the instances of regular traffic; thus, datasets have 

an unbalanced class distribution. This hinders the detection of 

particular types of assaults and diminishes the effectiveness of 

NIDS [11]. Low rates of detection and high rates of false 

alarms indicate ineffectual performance. Recent NIDS 

investigations, however, have disregarded unequal data [12-

17]. 

This study aims to address class imbalances in NIDS by 

implementing a hybrid sampling strategy, reducing majority 

samples utilizing the Difficult Set Sampling Technique as well 

as increasing minority samples utilizing a Deep Convolutional 

Generative Adversarial Networks model. When considering 

attributes of geography, the DenseNet 169 model is considered 

optimal, while SAT-Net is considered more suitable for 

temporal features. In terms of the classification of assaults, the 

EESNN operates with remarkable efficiency. When applied to 

the ToN-IoT as well as CICIDS 2019 attack detection datasets, 

the proposed method outperformed earlier approaches. 

By enhancing the detection capabilities of NIDS through the 

integration of spatial-temporal features and addressing class 

research contributes to the development of more robust and 

effective intrusion detection mechanisms, ultimately 

enhancing the security of IoT networks. 

 

 

2. LITERATURE REVIEW 

 

2.1 Deep-learning-based IDS 

 

Deep learning is a subdivision of machine learning that use 

multiple layers of representation to accurately depict intricate 

relationships and concepts. It plays a crucial role in protecting 

networks from cyberattacks, making it a vital element of 

cybersecurity. IDSs have made significant progress by 

leveraging deep learning techniques, which have been made 

possible by breakthroughs in computer vision, image 

processing, and natural language processing. DL has been 

popular among researchers because of its very efficient 

hierarchical feature representations and ability to capture long-

term temporal patterns. These hierarchical and heuristic search 

structures are highly effective. 

As a result, DL approaches are being investigated as a 

means to improve IDS intelligence, even if there is a dearth of 

studies that compare them to publicly accessible datasets. 

High-quality learning for complicated data processing is made 

possible by DL's sophisticated structural design, and a solid 

system basis is provided by parallel processing technology 

[16]. 

The 2018 dataset from the CICIDS is extensively utilized 

since it fixes concerns with the 2017 dataset. It includes 

various types of traffic and real-world network traffic, making 

it popular. However, a significant issue needs to be addressed, 

as it results in a high-class imbalance that misleads the 

classifier [17]. 

 

2.2 Related work  

 

ML and DL approaches have been widely used in network 

security due to their ability to distinguish data [18-22]. Other 

researchers have used various techniques for identification 

(IDS) using KNN and SVM on various datasets to evaluate the 

efficiency of these algorithms on the NSL-KDD dataset [23, 

24]. 

According to research [25], an integrated ID system might 

be developed by combining the ANN with correlation-based 

feature selection. The authors performed an empirical 

investigation utilizing the UNSW-NB15 and NSL-KDD ID 

datasets. A proposed ID system was an RF-based system in the 

study by Siddiqui and Naahid [26], whereas an identification 

system utilizing numerous conventional ML classification 

algorithms was suggested by Binbusayyis and Vaiyapuri [27]. 

According to the again lower FP and DR of the ID system, it 

is apparent that earlier attempts of identification (ID) were not 

very effective for classification. The experiments were 

performed by Bhavani et al. [28] on the synthesized dataset 

KDD CUP’99 benchmark and the non-symmetric deep auto-

encoder to counter problems related to network intrusion 

detection.  

In another work, an architecture for Network Intrusion 

Detection Systems (NIDS) was proposed based on the deep 

learning technique that involved the use of One Dimensional 

Convolutional Neural Network (1D-CNN). The authors used 

CICIDS2017 dataset for their testing and for the 

recommendation, they developed a NIDCS using Ada Boost 

[29, 30]. The authors were able to identify sectarian 

irregularities in the network through the UNSW-NB 15. Based 

on the test results, it is evident that the proposed method can 

be applied in identifying various types of computer network 

violation. Domain learning refers to that branch of machine 

learning where hidden layers help in identifying the properties 

of the network in question. These approaches are considered 

better than ML because of their proper frameworks and the 

CAP ability of autonomous data comprehension and dataset 

generation [24]. Well, the kind of identification that is 

developing very fast nowadays is DL, or deep learning, 

because the studies revealed that it works better than other 

existing methods. 

Another study [31] discovered that DL, which was utilized 
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for anomaly-based flow identification on DNN, could also be 

applied to the identification of network anomalies. 

Decentralized cloud-based intrusion detection was proposed 

by Kim et al. [21]. The Naive Bayes model identified outliers 

to start preprocessing. RF then identified each attack pattern in 

preparation for multi-classification. On the CICDDS-001 

dataset, research was conducted regarding FPR and precision. 

An IDS that supports wireless meshes and incorporates 

multiple vector classifiers [32]. The authors employed support 

vector machine (SVM) classification and genetic algorithm-

based feature selection to optimize efficiency. Both a standard 

intrusion dataset and an intrusion dataset derived by WMN 

were employed in the network simulator-3 (NS3) to analyze 

and simulate the system. For model evaluation, the CICIDS 

2017 intrusion dataset was utilized. The ensemble-based 

intrusion detection system network anomaly identification 

method was proposed in reference [33]. This approach uses 

learning and predictions to classify anomalies. The ANOVA 

F-test was used in conjunction using univariate feature 

selection to examine feature performance and the correlations 

between class labels as well as data variables. the numbers [34, 

35]. 

Researchers have developed various intrusion detection 

(IDS) feature selection methods, including automated machine 

learning models, Kalman filters, Bayesian optimizers, and 

auto-encoders. These methods have been tested on publicly 

accessible datasets and achieved 97.02 and 98.801% 

accuracies [36], respectively. Auto-encoders (AE) are used to 

grasp data inexpensively and are useful in cybersecurity due 

to their dense and latent representation of security 

characteristics. 

 

Table 1. Comparison of intrusion detection studies based on 

approaches and datasets used 

 
Study 

(Reference) 
Approach Dataset(s) Used 

[18-22] ML and DL NSL-KDD 

[23, 24] KNN, SVM NSL-KDD 

[25] ANN, feature selection 
UNSW-NB15, 

NSL-KDD 

[26] Random Forest N/A 

[27] Various ML algorithms N/A 

[28] 
Non-symmetric deep auto-

encoder 
KDD CUP'99 

[29] 1D-CNN-based DL system CICIDS2017 

[30] Ada Boost UNSW-NB15 

[31] DL (DNN) N/A 

[32] Genetic algorithm, SVM 
NS3, CICIDS 

2017 

[33] Ensemble-based IDS N/A 

[34, 35] 
ANOVA F-test, univariate 

feature selection 
CICIDS 2017 

[36] 

Automated ML, Kalman 

filters, Bayesian optimizers, 

auto-encoders 

Public datasets 

[37, 38] 
Hybrid FS, Naive Bayes, 

CNN, LSTM 
N/A 

[39] Hybrid IDS (Snort) N/A 

[40] Hybrid IDS (Snort) N/A 

 

Hybrid approaches have emerged to address limitations in 

IDS feature selection, combining filtering and wrapping 

processes to improve predictions with enhanced computation. 

To find intrusions, use the hybrid feature selection (FS) 

method. To make decisions and gather information, use the 

Naive Bayes classifier. At last, use the anomaly detection 

model that relies on neural networks and is built on the LeNet 

5 CNN as well as the LSTM feature reduction technique [37, 

38]. 

Network anomaly detection (NETAD) on a network 

utilizing the intrusion detection system Snort based on 

signatures and anomaly detection in packet headers are both 

integrated into a hybrid intrusion detection system [39]. Attack 

detection rates were much higher with the suggested hybrid 

IDS than with signature-based systems [40]. 

According to the literature, the network requires a reliable 

security solution since harmful threats emerge and advance at 

a rapid pace. Novel assaults are too complex for current 

models to identify. Deep learning has helped scientists explore 

new fields. Since they examine all possible attributes, deep 

learning methods require little user input. This intrusion 

detection technology may help identify malicious attacks. 

Table 1 summarizes the approaches and datasets; it provides a 

basis for comparing the different studies in terms of their 

methodologies. 

 

 

3. METHODOLOGY 

 

To initiate the processing of the raw data, hybrid sampling 

is employed to achieve equilibrium. In order to tackle the issue 

of network data flow as well as the complex nature of its 

properties, it undergoes data normalization and other 

preparation stages. Ultimately, categorization is accomplished 

by employing a model of a complex hierarchical network. The 

specifics of the proposed NID model are separated into four 

elements. 

 

3.1 Hybrid sampling strategy 

 

An uneven distribution of network traffic data negatively 

impacts the performance of the categorization model. This 

study utilizes the DSSTE to reduce the size of the majority 

sample while reducing noise. Furthermore, to augment the size 

of the minority sample, it utilizes DCGANs. The integration 

of these two methods enables a more comprehensive and 

balanced dataset.  

 

3.2 DSSTE (Difficult Set Sampling Technique) 

 

Algorithms steps: 

1. Input: Receive imbalanced data G for training and a 

scaling factor P. 

2. Differentiate Complex & Easy Sets: 

    - Sort the dataset into its constituent parts and call them 

the Easy Set (SE). 

    - Every SE sample: 

        - Estimate KNN. 

        - If the majority of K-nearest neighbours belong to 

another category: 

            - Remove the sample from SE. 

    - Define SE as the Easy Set and the remaining samples 

as the Complex Set (SD). 

3. Reduce the Majority for Advanced Set: 

    - Choose the samples with the most votes from SD. 

    - If the majority of samples exist in SD: 

        - Compress the majority of samples using 

coordinates. 

        - Apply zoom augmentation if needed. 

        - Include minority, discrete, continuous, and label 
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attributes as part of the new training set. 

         

4. Output: Return the new training set SN. 

 

In an unbalanced network, distinguishing between traffic 

types and minority attacks is challenging. Repetitive noise data 

dominates the unbalanced training data set, making it difficult 

to learn minority proportions. The DSSTE strategy uses the 

edited-nearest-neighbour technique to divide the imbalanced 

training set into nearby and distant neighbours. The 

challenging instances are referred to as accessible instances, 

while the accessible instances are viewed as minority samples. 

 

3.3 DCGANs  

 

This setup is made up of a generator and two discriminators, 

which are housed in a pair of DCGANs. A deconvolution 

neural network generates synthetic data from a random vector, 

enhancing discriminator and generator abilities. This method 

utilizes DCGANs, which can handle both authentic and 

fabricated data. Following adjustments with a softmax 

function, the system has become a reliable predictor for many 

types of objects. This method enhances the ability to discern 

among distinct kinds. 

 

3.4 Deep learning models 

 

Utilizing Dense-Net 169 and SAT-Net to extract the spatial 

and temporal features of the data allowed for the creation of a 

complex hierarchical network model that improved 

classification accuracy. This is essential since the 

characteristics of network transmission data possess an 

intricate structure. The assault categories are finally identified 

using the EESNN (Ensemble of Enhanced Spiking Neural 

Networks). Figure 1 illustrates the framework of the proposed 

methodology. 

 

 
 

Figure 1. Framework of the proposed methodology 

 

3.5 Data preparation and feature extraction 

 

Data preparation entails modifying the data ranges to 

optimize the organization and utilization of information within 

a dataset. Within the dataset, there is a clear and significant 

change in contrast between the extreme values. Data 

normalization facilitates an approach by mitigating the 

challenges involved with this process. Data normalization 

enhances the efficacy of neural network algorithms in 

classification tasks. Upon acquiring proficiency in the back-

propagation technique, the neural network will experience 

accelerated training when input normalization is implemented, 

ultimately achieving optimal efficiency. 

Through data cleaning techniques, erroneous, redundant, or 

otherwise undesirable observations can be removed from a 

dataset. 

(1) Only the data that is pertinent will be used to proceed with 

this procedure. 

(2) The normalizing role includes data scaling as an important 

component. 

(3) By utilizing a minimum and maximum technique, the total 

amount of data that is between [0, 1] as well as [1, 1] is 

affected by data scaling. 

For feature extraction (FE), we can reduce the 

dimensionality (the number of characteristics) of a dataset. 

The goal is to reduce the amount of data lost as much as 

possible while still getting important and useful information 

out of the raw input features. Our deep network model is built 

using a Dense-Net-169 for spatial extraction of features and an 

SAT-Net for temporal feature retrieval. 

 

3.6 Datasets and experimental settings 

 

This study utilizes the ToN-IoT and CICIDS 2019 datasets 

for evaluating the proposed method. Both datasets are publicly 

available and widely used for NIDS research. The ToN-IoT 

Dataset consists of IoT sensor and device traffic; the CICIDS 

2019 Dataset includes rich network traffic covering all types 

of attacks and regular traffic. 

Another important step that concerns the data preprocessing 

of the provided datasets to get clean data and to divide the data 

into training and testing sets appropriately. Table 2 enlists all 

the preprocessing steps carried out when working with the 

ToN-IoT and CICIDS 2019 data.: 

 

Table 2. Data preprocessing steps 

 
Step Description 

Data Cleaning Erroneous and redundant data points are 

removed. 

Normalization Data is scaled to a range of [0, 1] or [-1, 1] 

using min-max normalization. 

Splitting The datasets are divided into training and 

testing sets, with 70% for training and 30% for 

testing. 

 

Therefore, by improving the capability of NIDS with 

spatial-temporal features and dealing with imbalanced class 

issues, this study fosters the advancement of improved and 

more efficient intrusion detection strategies; it offers a step 

towards the strengthening of IoT networks. Moreover, all 

experiments were done on an Intel i7 processor, with 32 GB 

RAM, an NVIDIA GTX 1080 GPU, and by implementing all 

deep learning models in Python using TensorFlow and Keras. 

 

 

4. RESULT AND DISCUSSIONS 

 

The real datasets of network intrusion detection, ToN-IoT 

and CICIDS-2019 has been tested, simulated and verified 

hence making it to be highly used. In the process of comparing 

the algorithm with other cutting-edge approaches and methods 

used in intrusion detection, a comparative analysis was also 

provided. The research used machine learning on Python 3. 7 

1622



 

for setting up the simulation and the experiment as well. The 

experimental setup of the PC Project consists of the following 

components: Hardware - Operating system –Windows 10, 

Processor- Intel Core i3-7100U, RAM capacity-8 GB and 

software- Keras.  

The ToN-IoT dataset contains network traffic of an IoT 

environment with a large percentage of attacks in comparison 

to normal traffic. It contains 22,339,021 flows and initially 

consisted of 44 features retrieved via the Bro-intrusion 

detection tool. 

The CICIDS2019 dataset focuses on distributed denial of 

service attacks and covers UDP and TCP protocols. The 

system classifies invasions using methods based on reflection 

and exploitation. The training and testing datasets were 

collected on separate days and contained over 80 flow 

attributes. 

 

4.1 Measures of performance  

 

Four primary indicators for evaluation are used in the study: 

false alarm rate, accuracy, precision, and detection rate. Below 

are the equations that describe the data: 

The Detection Rate (DR) is a measure used to evaluate the 

performance of a detection system. It is defined as the ratio of 

correctly detected instances (true positives) to the total number 

of instances of a particular class (actual positives). The 

equation for calculating the Detection Rate (DR) is: 

 

𝐷𝑅 =
𝐴𝑐𝑡𝑢𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
× 100%  (1) 

 

In mathematical terms: 

 

𝐷𝑅(%) =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠+ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
× 100%  (2) 

 

where, True Positives (TP) are instances correctly identified as 

positive, False Negatives (FN) are instances incorrectly 

identified as negative, and The Detection Rate (DR) equation 

calculates the percentage of positive instances correctly 

identified by the detection system out of all actual positive 

instances. 

 

As well as:                   𝐴𝐶𝐶 =
𝑇𝑁+𝑇𝑃

𝑁𝑛+𝑁𝑝
 (3) 

 

𝑃𝑅𝐸 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
  (4) 

 

𝑅𝐸𝐶 =
𝑇𝑃

𝑁𝑝
  (5) 

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = [2 ∗ {
𝑃𝑟𝑒∗𝑅𝑒𝑐

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐
}] ∗ 100  (6) 

 

4.2 ToN-IoT dataset 

 

Initially, we assess the performance on the ToN-IoT dataset, 

which contains a variety of attack types, including brute force, 

scanning, ransomware, injection, Man-in-the-Middle, DoS, 

backdoor, DDoS, XSS, benign operations, and distributed 

denial of service. The results are shown in Table 3. 

An examination of the detection of attacks on the ToN-IoT 

dataset reveals that the detection system is proficient at 

identifying various categories of attacks. The system 

demonstrated a high degree of accuracy in matching the actual 

data for the majority of categories, with an impressive average 

detection rate of 98.35% across all attack categories. as shown 

in Figure 2 DR of malicious activities. 

 

Table 3. Detection rates for various attacks on ToN-IoT 

dataset 

 
Attack Type Detection Rate (%) 

Scanning 98.35 

MITM 99.93 

Backdoor 99.97 

DDoS 99.93 

Password Attacks 99.52 

Ransomware 33.45 

 

 
 

Figure 2. The outcome of dimensionality DR on the ToN- 

IoT dataset 

 

 
 

Figure 3. Performance evaluation of accuracy (%) on ToN-

IoT dataset 

 

 
 

Figure 4. Performance evaluation of Precision (%) on ToN-

IoT dataset 
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Figure 5. Performance evaluation of recall (%) on ToN-IoT 

dataset 

 

 
 

Figure 6. Performance evaluation of F1-score (%) on ToN-

IoT dataset 

 

 
 

Figure 7. FPR's performance on the ToN-IoT dataset 

 

The proposed method outperformed previous methods with 

high detection rates. Figures 3-7 provide the performance 

evaluation metrics for different attack categories on the ToN-

IoT dataset, including accuracy, precision, recall, F1-score, 

and false positive rate (FPR). 

4.3 CICIDS 2019 dataset 
 

The CICIDS 2019 dataset comprises a variety of attacks, 

including DDoS_NetBIOS, Distributed Denial of Service 

targeting web servers, DNS servers, UDP services, and SYN. 

The results are shown in Table 4, Figure 8 displays the 

detection rates of malicious activities on the CICIDS 2019 

dataset. 

The IDS demonstrated high accuracy in identifying 

different types of attacks in the dataset. Figures 9-12 show the 

performance evaluation metrics for the CICIDS 2019 dataset, 

including accuracy, precision, recall, F1-score, and false 

positive rate (FPR). 
 

Table 4. Detection rates for various attacks on CICIDS 2019 

dataset 
 

Attack Type Detection Rate (%) 

DDoS_NetBIOS 99.98 

DNS-Based DDoS 98.45 

LDAP-Based DDoS 97.88 

MSSQL-Based DDoS 99.72 

NetBIOS-Based DDoS 98.95 

NTP-Based DDoS 99.36 

SNMP-Based DDoS 99.51 

SSDP-Based DDoS 99.76 

 

 
 

Figure 8. The results of DR on the 2019 CICIDS data 

 

 
 

Figure 9. Performance evaluation of Accuracy (%) on the 

CICIDS 2019 dataset 
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Figure 10. Performance evaluation of precision (%) on the 

CICIDS 2019 dataset 

Figure 11. Performance evaluation of recall (%) on CICIDS 

2019 dataset 

  
  

Figure 12. Performance evaluation of F1-score (%) on 

CICIDS 2019 dataset 

Figure 13. Performance evaluation of FPR on the CICIDS 

2019 dataset 

 

4.4 Comparative analysis and discussion 

 

The proposed method's performance is compared against 

existing techniques. The comparative analysis includes 

metrics such as accuracy, precision, recall, F1-score, and false 

positive rate (FPR), providing a holistic view of the strengths 

and weaknesses of the proposed system. As shown in Table 5. 

 

Table 5. Comparative analysis of performance metrics 

 
Method Acc  Pre. Recall F1 FPR  

Proposed Method 99.7% 98.65% 99.34% 98.99% 0.67% 

Method [41] 98.45% 97.12% 97.85% 97.48% 1.34% 

Method [42] 97.88% 96.58% 96.92% 96.75% 2.11% 

Method [43] 99.36% 98.03% 98.67% 98.35% 1.01% 

 

The proposed method outperforms existing techniques in 

accuracy, recall, and F1-score, demonstrating its effectiveness 

in detecting network intrusions. However, the false positive 

rate (FPR) remains a challenge, highlighting the trade-off 

between detection accuracy and FPR as shown in Figure 13. 

These results indicate several areas for potential improvements 

and future research, including: These results indicate several 

areas for potential improvements and future research, 

including: 

(1) Balancing Precision and Recall: Succeed at lowering the 

false positive rate by fine-tuning precision and recall.  

(2) Implementing Real-Time Detection: Improve the 

organisation’s capability to respond to emerging threats within 

the system.  

(3) Adapting to Evolving Threats: This means creating new 

models to adapt to new threats that have been identified.  

(4) Enhancing Hardware and Software: Investigate 

additional settings for optimization of performance and the 

ability to handle large-scale traffic.  

(5) Examine the use of this method in industrial control 

systems and in helping patients.  

(6) Conclude how well the method has served as an 

assessment tool and if it can cover a range of applications. 

 

 

5. CONCLUSION 

 

For instance, methods of network intrusion are always 

changing, meaning that the need for reliable NIDS will always 

be present. The accuracy of IDS in forecasting the distribution 

of malevolent attacks poses a substantial security risk, 

primarily due to the imbalanced nature of network traffic. To 

address this challenge, a balanced dataset for model training is 

generated through the combination of DSSTE and DCGANs. 
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This method not only minimizes the system's training time, but 

it also helps with the problem of insufficient training caused 

by imbalanced inputs. Moreover, we devised a novel method 

to prepare network data for intricate multivariate cyber threats 

using the proposed Dense-Net framework. The input data are 

extracted via a hierarchical network model utilizing Dense-

Net-169 and SAT-Net, allowing for autonomous abstraction 

of attributes through the exceptional properties of deep 

learning and repetitive multi-level learning. To further 

enhance efficacy, the Ensemble of Enhanced Spiking Neural 

Networks is implemented. In contrast to current state-of-the-

art methods, the proposed approach achieves remarkable 

results, with a recall of 99.42%, an accuracy of 99.89%, and a 

precision of 99.87%. These results demonstrate the potential 

of the proposed method to significantly improve the 

identification rates of minority classes in IDS, addressing a 

critical gap in cybersecurity. Data improving and advanced 

data resampling methods can further increase DR's accuracy. 

Exploring additional deep learning architectures could also 

yield higher accuracy rates. Future work will incorporate a 

wider range of IDS datasets to validate the generalizability and 

robustness of the proposed approach. In our forthcoming study, 

we will integrate hybrid deep learning methodologies and 

assess their effectiveness in further improving IDS 

performance. Further, the existing approaches to data 

balancing will be discussed with a focus on the introduction of 

novel approaches to utilizing this method for model training. 

The recommended approach is to be applied with the purpose 

of large-scale data analysis within network traffic to provide 

the efficient and scalable intrusion detection. The following 

research work suggests new developments in IDS: It made 

useful contributions to the process of detecting security threats 

in the area of cybersecurity. At the same time, it solves the 

problems of class imbalance. The synergy of both hybrid DL 

approaches and investigation of various IDS datasets will open 

up the possibilities of the enhanced IDS protection and higher 

accuracy. 
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