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In this paper, we present a new computational methodology using the Residual Power 

Series Method (RPSM) to create a new model in the fuzzy domain suitable for solving 

a fourth-order of FBVP using the concept of generalized differentiation, and we present 

an algorithm for the numerical solutions of fourth-order fuzzy boundary value problems 

(FBVPs), which include ordinary differential equations, based on concepts from fuzzy 

set theory. The effectiveness of the suggested technique was tested to verify the 

accuracy of RPSM, and the series solutions were compared to the exact solution when 

the plane is equal to one. The results show that the algorithm is highly efficient and 

straightforward in implementation, compared to the other mentioned schemes, and 

fulfills the characteristics of fuzzy solution, thus it is a practically optimal solution for 

the most complex BVP programs in science. 
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1. INTRODUCTION

In recent years, the study of fuzzy boundary value problems 

(FBVPs) has grown rapidly as a new field of mathematics; 

high level BVPs can be seen in various branches of 

engineering. Chang and Zadeh [1] initially proposed the idea 

of FDE. The idea of the derivative H of a function with fuzzy 

values is introduced by Puri and Ralescu [2]. An exact solution 

to a first-order fuzzy boundary value problem was found by 

O'Regan et al. [3], the two-point solution of the FBVP was 

obtained via generalized differentiation by Κhastan and Nieto 

[4], there is a lot of literature on BVPs, Recently, boundary 

value problems for higher-order differential equations have 

seen an increasing number [5-11], in particular, Palamides and 

Palamides [12] suggested finding solutions to the four-point 

boundary value problems of the ordinary differential equations 

of the fourth order. In this work, the fourth-order fuzzy 

differential equation is solved using the RPS approach and the 

proposed fourth-order expansion is tested at four different 

points. An exponential series approximation solution is used 

to represent the approximate answer, all of its derivatives 

converging with the exact solution. The suggested algorithm 

yields a rapidly converging arithmetic series and that can be 

computed using symbolic arithmetic. We frequently use serial 

expansion to denote FDEs. To solve different ordinary and 

partial differential equations, RPS theory is an analytical 

method [13], the proposed method is an alternative to obtain 

analytical solution of Taylor series of FBVP. RPSM has been 

used by several researchers in a variety of scientific and 

technological disciplines [14-18]. The RPSM was expanded 

by Kumar et al. [19] to include partial diffusion equations. 

Arqub applied RPSM to fuzzy differential equations [20]. The 

development of a residual power series implementation is the 

main goal of this paper, which aims to obtain analytical 

solutions for first-order FBVP of the form [5]. 

𝒢΄(t) = h(t, 𝒢(t))

𝒢(a) = 𝒢 
0 , 𝒢(b) = 𝒢 

1
(1) 

and fourth -order fuzzy boundary value problem in the 

following form: 

𝒢(4)(t) = h(t, 𝒢(t), 𝒢΄(t), 𝒢΄΄(t), 𝒢΄΄΄(t)), t ∈ [a, b]

With boundary conditions: 

𝒢(a) = 𝒢 
0, 𝒢(b) = 𝒢 

1

𝒢΄(a) = 𝒢 
2 , 𝒢΄(b) = 𝒢 

3
(2) 

where, 𝒢 
0, 𝒢 

1, 𝒢 
2 and  𝒢 

3 ∈  ℝH  and h: I  ×ℝH × ℝH × ℝH ×
ℝH→ ℝH  are continuous fuzzy functions. It is important to

note that many of the basic definitions, statements, and fuzzy 

concepts that are not included in this work are widely known. 

Trigonometric and fuzzy -trapezoidal numbers, fuzzy level 

sets and fuzzy extension theory have all been defined by 

Jameel et al. [21] and Anakira et al. [22]. This paper is 

organized as follows. Section 2 introduces basic concepts of 

fuzzy derivatives. Section 3 presents the theory of fourth -

order FBVP. In Section 4, the fundamental principle of the 

residual power series approach is presented. In Section 5, we 

show a numerical example to explain the proposed method. 

2. MATHEMATIC NOTATIONS

In this section, we introduce the fourth-order derivative 
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based on choosing the type of derivative at each step using 

strong generalized calculus, where the sources of basic 

concepts, properties of the fuzzy derivative and some theories 

are found by Prakash et al. [23]. Now, we extend the theory 

discussed by them. 

 

Definition 2.1: Let 𝒢 = 𝐼 →  ℝH and n, m, l, s = 1, 2. Where 

𝒢 is (n, m, l, s) – differentiable at t0 ∈ I. If Dn
(1)

𝒢, Dn,m
2 𝒢 and 

Dn,m,l
3 𝒢 exists on a neighborhood of t0 as a fuzzy function and 

its (s) - differentiable at t0 . The fourth derivatives of 𝒢  are 

denoted by Dn,m,l,s
4 𝒢(t0). 

 

Theorem 2.2: Let 𝒢: 𝐼 → RH, Dn
1  𝒢: 𝐼 → RH, Dn,m

2  𝒢: 𝐼 → RH 

and Dn,m,l
3  𝒢: 𝐼 → RH  for n, m, l=1,2 and let  𝒢(t) =

[𝒢 α(t) , 𝒢
α

(𝑡). ].  

 

(1) If D1,1,1
3 𝒢 is (1) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,1,1,1
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(2) If D1,1,1
3 𝒢 is (2) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,1,1,2
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(3) If D1,1,2
3 𝒢 is (1) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,1,2,1
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(4) If D1,1,2
3 𝒢 is (2) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,1,2,2
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(5) If D1,2,1
3 𝒢 is (1) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,2,1,1
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(6) If D1,2,1
3 𝒢 is (2) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,2,1,2
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(7) If D1,2,2
3 𝒢 is (1) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,2,2,1
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(8) If D1,2,2
3 𝒢 is (2) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D1,2,2,2
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(9) If D2,1,1
3 𝒢 is (1) - differentiable, consequently 𝒢΄΄΄α, 𝒢΄΄΄α 

are differentiable and [D2,1,1,1
4  𝒢(t)]

α
= [𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(10) If D2,1,1
3 𝒢 is (2) - differentiable, consequently  𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,1,1,2
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)]  

(11) If D2,1,2
3 𝒢 is (1) - differentiable, consequently  𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,1,2,1
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)]  

(12) If D2,1,2
3 𝒢 is (2) - differentiable, consequently  𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,1,2,2
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(13) If  D2,2,1
3 𝒢 is (1) - differentiable, consequently  𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,2,1,1
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(14) If  D2,2,1
3 𝒢 is (2) - differentiable, consequently 𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,2,1,2
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(15) If D2,2,2
3 𝒢  is (1) - differentiable, consequently 𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,2,2,1
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

(16) If D2,2,2
3 𝒢 is (2) - differentiable, consequently  𝒢΄΄΄α, 

𝒢΄΄΄α  are differentiable and [D2,2,2,2
4  𝒢(t)]

α
=

[𝒢΄΄΄΄α(t), 𝒢΄΄΄΄α(t)] 

 

 

3. THEORY OF FOURTH-ORDER FOUR-POINT 

FUZZY BOUNDARY VALUE PROBLEM  
 

In this section, we study the theory of substantially 

generalized derivatives-based fuzzy fourth-order boundary 

value problems. Additionally, we offer an algorithm to address 

these issues that includes eight fuzzy DE situations (2), where 

the selection of the derivation type in the fuzzy setting 

determines the fuzzy solution of DE (1), according to 

Nguyen's theory [24], we have the following: 
 

[h(t, 𝒢(t)]α = h(t, [𝒢(t)]α) = [hα(t, 𝒢(t)), hα(t, 𝒢(t))] 
 

where, h α and hα are defined as follows: 

 

h α(t, 𝒢(t)) = min{h(t , [𝒢(t)]α} = h1,α (t , 𝒢α(t), 𝒢
α

(t)) 

hα(t, 𝒢(t)) = max{h(t , [𝒢(t)]α} = h2,α (t , 𝒢α(t), 𝒢
α

(t)). 

 

The next algorithm's goal is to carry out a method for 

solving fuzzy DE (1) in parametric form with regard to the 

representation of α –levels: 

 

Algorithm 3.1 [22]: In order to determine the solutions to 

fuzzy DE (1.1), we consider the two cases below: 

Case I. If  𝒢(t)  is (1)-differentiable, then  [𝒢′(t)]α =

[𝒢΄α(t), 𝒢΄
α

(t)]  and resolving fuzzy DE (1) results in the 

following two branches:  

(i) ODEs solution for 𝒢α(t), 𝒢
α

(t): 

 

𝒢΄α(t) = h1,α (t , 𝒢α(t), 𝒢
α

(t))

𝒢΄
α

(t) = h2,α (t , 𝒢α(t), 𝒢
α

(t))
 (3) 

 

With the boundary conditions: 
 

𝒢α(a) = 𝒢 α
0 , 𝒢

α
(a) = 𝒢

 α

0
,

𝒢α(b) = 𝒢 α
1 , 𝒢

α
(b) = 𝒢

 α

1   (4) 

 

(ii) The solution [ 𝒢α(t), 𝒢
α

(t) ] and [𝒢΄α(t),  𝒢΄
α

(t)]  are 

suitable level sets ∀α ∈ [0, 1].  

Case II. IF 𝒢(t)  is (2)-differentiable, then [𝒢′(t)]α =

[𝒢΄
α

(t), 𝒢΄α(t)]  and resolving fuzzy DE (1) results in the 

following two branches: 

(i) ODEs solution for 𝒢α(t), 𝒢
α

(t)  

 

𝒢΄α(t) = h2,α (t , 𝒢α(t), 𝒢
α

(t))

𝒢΄
α

(t) = h1,α (t , 𝒢α(t), 𝒢
α

(t))
 

 

With the boundary conditions: 

1980



𝒢 α(a) = 𝒢 α
0 , 𝒢

α
(a) = 𝒢

 α

0
, 𝒢α(b) = 𝒢 α

1 , 𝒢
α

(b) = 𝒢
 α

1

(ii) The solution [ 𝒢α(t), 𝒢
α

(t) ] and [𝒢΄
α

(t), 𝒢΄α(t)] are

suitable level sets ∀ α ∈ [0, 1]. 

In order to resolve this fuzzy problem, we then investigate 

the characteristics of fuzzy BVP solutions (2) with regard to 

various forms of differentiation. 

Definition 3.2: Let  𝑛, 𝑚, 𝑙, 𝑠 = 1,2 . If  𝐺,  𝐷𝑛
1𝐺, 𝐷𝑛,𝑚

2 𝐺 ,

𝐷𝑛,𝑚,𝑙
3 𝐺 and  𝐷𝑛,𝑚,𝑙,𝑠

4 𝐺  exist on 𝐼  as fuzz number value d 

functions and 𝐷𝑛,𝑚,𝑙,𝑠
4 𝐺(𝑡) = ℎ(𝑡, 𝐺(𝑡), 𝐷𝑛

(1)
𝐺(𝑥), 𝐷𝑛,𝑚

2 𝐺(𝑥),

𝐷𝑛,𝑚,𝑙
3 𝐺(𝑡)) for all 𝑡 ∈ 𝐼  ,then 𝐺  is said to be a (n, m, l, s) 

solution for the fuzzy differential Eq. (2) on 𝐼. To find it, use 

Theorem 2.2 we analyze the level representation of the fuzzy 

differential Eq. (2) and we can find its solutions, fuzzy 

boundary value problems (2) can be converted into the 

corresponding (n, m, l, s), which is a system of fourth-order 

ordinary boundary value problems (2). As a result, there are 

eight potential systems for this kind of fuzzy problem, as 

follows: 

Algorithm 3.3: 

Case I. 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,1

2 𝒢α(t), D1,1,1
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,1

2 𝒢α(t), D1,1,1
3 𝒢α(t))

With to the boundary conditions: 

𝒢α(a) = 𝒢 α
0 ,  𝒢

α
(a) = 𝒢

 α

0
; 𝒢α(b) = 𝒢 α

1 , 𝒢
α

(b) = 𝒢
 α

1

𝒢΄α(a) = 𝒢 α
2 , 𝒢΄α

(a) = 𝒢 α

2
;  𝒢α

΄ (b) = 𝒢 α
3 , 𝒢α

΄
(b) = 𝒢 α

3 (5) 

Case II. 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,1

2 𝒢α(t), D1,1,2
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,1

2 𝒢α(t), D1,1,2
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

Case III. 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,2

2 𝒢α(t), D1,2,1
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,2

2 𝒢α(t), D1,2,1
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

Case IV. 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,2

2 𝒢α(t), D1,2,2
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D1
1𝒢α(t) , D1,2

2 𝒢α(t), D1,2,2
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

Case V. 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,1

2 𝒢α(t), D2,1,1
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,1

2 𝒢α(t), D2,1,1
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

Case VI. 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,1

2 𝒢α(t), D2,1,2
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,1

2 𝒢α(t), D2,1,2
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

Case VII: 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,2

2 𝒢α(t), D2,2,1
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,2

2 𝒢α(t), D2,2,1
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

Case VIII: 

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,2

2 𝒢α(t), D2,2,2
3 𝒢α(t))

𝒢΄΄΄΄α(t) = h (t , 𝒢α(t), D2
1𝒢α(t) , D2,2

2 𝒢α(t), D2,2,2
3 𝒢α(t))

With to the boundary conditions as in Eq. (5) 

4. BASIC IDEA OF THE RPSM FOR SOLVING FUZZY

BOUNDARY VALUE PROBLEMS

In this section, we describe the RPS method for fourth-order 

BVPs. At first, we analyze the RPS theorem to solve the BVPs 

for fuzzy DE (1). The solutions of BVP Eqs. (3) and (4) of an 

expansion of the power series about the boundary point t = t0

are expressed by the RPSM and assumes that the solution has 

the following form: 

𝒢α(t) = ∑ 𝒢α,κ(t)∞
κ=0  and 𝒢 

α
(t) = ∑ 𝒢

α,κ
(t)∞

κ=0

where, 𝒢α,κ and 𝒢
α,κ

 are approximate terms and are as follows:

𝒢α,κ(t) =  aκ(α)(t − t0)κ,

𝒢
α,κ

(t) =  bκ(α)(t − t0)κ

Since 𝒢α,0(t)  and 𝒢
α,0

(t)  which represent the boundary

approximations of 𝒢α(t) and 𝒢
α

(t) have:

a0(α) = 𝒢α,0(t0) = 𝒢α(t0),  b0(α) = 𝒢
α,0

(t0) = 𝒢
α

(t0).

If we use the approximations  𝒢α,0(t0) = 𝒢α(t0) and

𝒢
α,0

(t0) = 𝒢
α

(t0)  as the boundary of 𝒢α(t)  and 𝒢
α

(t) ,

respectively, then we can approximate the solutions 𝒢α(t) and

𝒢
α

(t)  of Eqs. (3) and (4) by the n-th-truncated series and

calculate 𝒢α,κ(t) and 𝒢
α,κ

(t), for κ = 1, 2, 3, 4.

ψ𝒢α,κ(t) = ∑ aκ(α)(t − t0)κn
k=0

ψ𝒢α,κ(t) = ∑  bκ(α)(t − t0)κn
k=0

(6) 

1981



 

Now, we define the Residual functions as: 

 

Res1,α(t) =  𝒢΄α(t) + h1,α (t, 𝒢α(t), 𝒢
α

(t))

Res2,α(t) = 𝒢΄α(t) + h2,α (t, 𝒢α(t), 𝒢
α

(t))
 (7) 

 

Obvious that Res1,α(t) = Res2,α(t) = 0 ∀ t ∈ I and α ∈ [0, 

1], and we extend of 𝒢α(t) and 𝒢
α

(t) in Eq. (6) to approximate 

the solution. 
 

Res1,α(t) = ∑  κ aκ(α)∞
κ=1 (t − t0)κ−1

+h1,α (
x, ∑  aκ(α)(t − t0)κn

k=0 ,

∑  bκ(α)(t − t0)κn
k=0

)

Res2,α(t) = ∑  κ bκ(α)∞
κ=1 (t − t0)κ−1

+h2,α (
x, ∑  aκ(α)(t − t0)κn

k=0

∑  bκ(α)(t − t0)κn
k=0

)

 (8) 

 

We put t = t0 in Eq. (8) to get the first approximate and 

using Res1,α(t0) = Res2,α(t0) = 0. 

 

a1(α) = h1,α ( t0, a0(α),  b0(α))

b1(α) = h2,α ( t0, a0(α),  b0(α))
 (9) 

 

The first approximation of Eqs. (3) and (4) can be 

represented as follows using the 1st - truncated series: 

  

ψ𝒢α,1
(t) =  𝒢α(t0) + h1,α ( t0, 𝒢α(t0 ), 𝒢

α
(t0 )) (t − t0)  

 

ψ𝒢α,1
(t) = 𝒢

α
(t0 ) + h2,α ( t0, 𝒢α(t0 ) , 𝒢

α
(t0 )) (t − t0) 

 

Then using Res΄1,α(t0) = Res΄2,α(t0), we differentiate Eq. 

(8) with regard to t to determine the second approximation and 

the results are as follows: 

 

a2(α) =
1

2
[

∂

∂t
 h1,α (t0, a0(α),  b0(α)) +

 a1(α)
∂

∂𝒢α

 h1,α (𝑡0, 𝑎0(𝛼),  𝑏0(𝛼)) 

+  𝑏1(𝛼) 
𝜕

𝜕𝒢𝛼

 ℎ1,𝛼 (𝑡0, 𝑎0(𝛼),  𝑏0(𝛼))] 

 𝑏2(𝛼) =
1

2
[

𝜕

𝜕𝑡
 ℎ2,𝛼 (𝑡0, 𝑎0(𝛼),  𝑏0(𝛼))  

+ 𝑎1(𝛼)
𝜕

𝜕𝒢𝛼

 ℎ2,𝛼 (𝑡0, 𝑎0(𝛼),  𝑏0(𝛼))  

+  𝑏1(𝛼) 
𝜕

𝜕𝒢𝛼

 ℎ2,𝛼 (𝑡0, 𝑎0(𝛼),  𝑏0(𝛼))]  

(10) 

 

The second approximation of Eqs. (3) and (4) can be 

represented as follows using the 2nd - truncated Series: 

 

ψ𝒢α,2
(t) =  𝒢α(t0) + h1,α ( t0, 𝒢α(t0 ), 𝒢

α
(t0)) (t − t0) 

+
1

2
[

∂

∂t
 h1,α (t0, 𝒢α(t0), 𝒢α

(t0))

+ h1,α (t0, 𝒢α(t0), 𝒢α
(t0))

∂

∂𝒢α
 h1,α (t0, 𝒢α(t0), 𝒢α

(t0))

+ h2,α (t0, 𝒢α(t0), 𝒢α
(t0)) 

∂

∂𝒢
α

 h1,α (t0, 𝒢α(t0), 𝒢α
(t0))] (t − t0)2 

 

ψ𝒢
α,2

(t) = 𝒢
α

(t0) + h2,α ( t0, 𝒢α(t0), 𝒢
α

(t0)) (t − t0) 

+
1

2
[

∂

∂t
 h2,α (t0, 𝒢α(t0), 𝒢α

(t0))

+ h1,α (t0, 𝒢α(t0), 𝒢α
(t0))

∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢α

(t0))

+ h2,α (t0, 𝒢α(t0), 𝒢α
(t0)) 

∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢α
(t0))] (t − t0)2 

 

Then using Res΄1,α(t0) = Res΄2,α(t0), we differentiate Eq. 

(8) with regard to t to determine the third approximation and 

the results are as follows: 

 

𝑎3(𝛼)=
1

6
[

𝜕

𝜕𝑡
 ℎ1,𝛼(𝑡0, 𝑎0(𝛼) , 𝑏0(𝛼))

 + 𝑎2(𝛼)
𝜕

𝜕𝒢𝛼
 ℎ1,𝛼(𝑡0, 𝑎0(𝛼) , 𝑏0(𝛼))

 + 𝑏2(𝛼) 
𝜕

𝜕𝒢𝛼
 ℎ1,𝛼(𝑡0, 𝑎0(𝛼) , 𝑏0(𝛼))] 

 𝑏3(𝛼)=
1

6
[

𝜕

𝜕𝑡
 ℎ2,𝛼(𝑡0, 𝑎0(𝛼) , 𝑏0(𝛼))

 + 𝑎2(𝛼)
𝜕

𝜕𝒢𝛼
 ℎ2,𝛼(𝑡0, 𝑎0(𝛼) , 𝑏0(𝛼))

 + 𝑏2(𝛼) 
𝜕

𝜕𝒢𝛼
 ℎ2,𝛼(𝑡0, 𝑎0(𝛼) , 𝑏0(𝛼))]

  (11) 

 

The third approximation of Eqs. (3) and (4) can be 

represented as follows using the 3rd - truncated series: 

 

𝜓𝒢𝛼,3
(𝑡) =  𝒢𝛼(𝑡0 ) + ℎ1,𝛼 ( 𝑡0, 𝒢𝛼(𝑡0 ) , 𝒢

𝛼
(𝑡0 )) (𝑡 − 𝑡0) 

+
1

2
[

𝜕

𝜕𝑡
 ℎ1,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢

𝛼
(𝑡0)) +

ℎ1,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢
𝛼

(𝑡0))
𝜕

𝜕𝒢𝛼
 ℎ1,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢

𝛼
(𝑡0))  +

ℎ2,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢
𝛼

(𝑡0))
𝜕

𝜕𝒢𝛼

 ℎ1,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢
𝛼

(𝑡0))] 

(𝑡 − 𝑡0)2 + 
1

6
[

𝜕

𝜕𝑡
 ℎ1,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢

𝛼
(𝑡0 )) 

+ 𝑎2(𝛼)
𝜕

𝜕𝒢𝛼

 ℎ1,𝛼 (𝑡0, 𝒢𝛼(𝑡0), 𝒢
𝛼

(𝑡0)) 

+ b2(α) 
∂

∂𝒢
α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))] (t − t0)3 

 

ψ𝒢α,3
(t) = 𝒢

α
(t0 ) + h2,α ( t0, 𝒢α(t0), 𝒢

α
(t0)) (t − t0) 

+
1

2
[

∂

∂t
 h2α (t0, 𝒢α(t0), 𝒢

α
(t0 )) +

h1,α (t0, 𝒢α(t0), 𝒢
α

(t0 ))
∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0 )) +

h2,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))] 

(t − t0)2 

+
1

6
[

∂

∂t
 h2,α (t0, 𝒢α(t0 ) , 𝒢

α
(t0 )) 

+ a2(α)
∂

∂𝒢
α

 h1,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 )) 

 + b2(α) 
∂

∂𝒢
α

 h2,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))] (t − t0)3 
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Then using Res΄1,α(t0) = Res΄2,α(t0), we differentiate Eq.

(8) with regard to t to determine the fourth approximation and

the results are as follows:

a4(α) =
1

12
[

∂

∂t
 h1,α (t0, a0(α),  b0(α)) +

a3(α)
∂

∂𝒢α
 h1,α (t0, a0(α),  b0(α)) +

 b3(α) 
∂

∂𝒢α

 h1,α (t0, a0(α),  b0(α))]

b4(α) =
1

12
[

∂

∂t
 h2,α (t0, a0(α) ,  b0(α))

+ a3(α)
∂

∂𝒢α

 h2,α (t0, a0(α) ,  b0(α))

+ b3(α)
∂

∂𝒢α

 h2,α (t0, a0(α) ,  b0(α))]

(12) 

The fourth approximation of Eqs. (3) and (4) can be 

represented as follows using the 4th - truncated series: 

ψ𝒢α,4
(t) =  𝒢α(t0 ) + h1,α ( t0, 𝒢α(t0), 𝒢α

(t0 )) (t − t0)

+
1

2
[

∂

∂t
h1,α (t0, 𝒢α(t0 ) , 𝒢

α
(t0 )) +

h1,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))
∂

∂𝒢α
h1,α (t0, 𝒢α(t0 ) , 𝒢

α
(t0 ))  +

h2,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))
∂

∂𝒢α

h1,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))]

(t − t0)2 +
1

6
[

∂

∂t
h1,α (t0, 𝒢α(t0 ) , 𝒢

α
(t0 ))

+ a2(α)
∂

∂𝒢α
h1,α (t0, 𝒢α(t0 ) , 𝒢

α
(t0 ))

+ b2(α)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))] (t − t0)3

+
1

12
[

∂

∂t
h1,α (t0, 𝒢α(t0 ) , 𝒢

α
(t0 ))

+ a3(α)
∂

∂𝒢α
h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))

+ b3(α)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0 ) , 𝒢
α

(t0 ))] (t − t0)4

ψ𝒢α,4
(t) = 𝒢

α
(t0)+h2,α ( t0, 𝒢α(t0), 𝒢

α
(t0)) (t − t0)

+
1

2
[

∂

∂t
h2,α (t0, 𝒢α(t0), 𝒢

α
(t0)) +

h1,α (t0, 𝒢α(t0), 𝒢
α

(t0))
∂

∂𝒢α
h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  +

h2,α (t0, 𝒢α(t0), 𝒢
α

(t0 ))
∂

∂𝒢α

h2,α (t0, 𝒢α(t0), 𝒢
α

(t0 ))]

(t − t0)2 +
1

6
[

∂

∂t
h2,α (t0, 𝒢α(t0), 𝒢

α
(t0)) +

a2(α)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))

+ b2(α)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))] (t − t0)3

+
1

12
[

∂

∂t
h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))

+ a3(α)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0 ), 𝒢
α

(t0))

+ b3(α)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0), 𝒢
α

(t0 ))] (t − t0)4

to find the approximate solution to BVP Eqs. (3) and (4), we 

substitute the n-th - truncated series ψ𝒢α,k
(t) and ψ𝒢α,k

(t) into

the Residual Eq. (8) instead of the of expansion 𝒢α(t) and

𝒢
α

 respectively, to obtain  𝒢α
(s)(t0) =  ψ𝒢α,k

(s)(t0) and

𝒢
α

(s)
(t0) =  ψ𝒢α,k

(s)(t0), s ≤ n.

The following theorem is an extension of the theorem [14] 

that illustrates the RPS method's convergence. 

Theorem 4.1: Assume that  𝒢α(t) and  𝒢
α

(t)  are the exact

solutions of the Eqs. (3) and (4) in the sense of (1)-

differentiable. Then, the Taylor expansion of 𝒢α(t) and 𝒢
α

(t)

is the approximate solution that the RPSM yields. 

Proof: Assume that Eqs. (3) and (4) have the following 

approximate solutions: 

𝒢α(t) =  a0(α)+ a1(α)(t − t0)  +  a2(α)(t − t0)2

+ a3(α)(t − t0)3 +  a4(α)(t − t0)4

𝒢
α

(t) =  b0(α)+ b1(α)(t − t0) + b2(α)(t − t0)2

+ b3(α)(t − t0)3 +  b4(α)(t − t0)4

(13) 

the coefficients aκ and bκ in Eq. (13) are display as follows:

aκ(α) =
1

κ! 𝒢α
(κ) (t0), bκ(α) = 1 κ!

𝒢
α

(κ)
 (t0) (14) 

where, 𝒢α(t) and 𝒢
α

(t) are the exact solutions of Eqs. (3) and

(4) , ∀ κ = 0,1,2,3,4, α  ∈  [0, 1], It's clear that for  κ = 0 the 

boundary conditions (4) yield a0(α) = 𝒢α(t0)  and  b0(α) =

𝒢
α

(t0) and where κ =1, we obtain h1,α (t0, 𝒢α(t0), 𝒢
α

(t0)) =

𝒢΄α( t0), and h2,α (t0, 𝒢α(t0), 𝒢
α

(t0)) = 𝒢΄α(t0). And, from

Eq. (3), we can get: 

𝒢α(t) = 𝒢α(t0) + a1(α)(t − t0) +  a2(α)(t − t0)2

+ a3(α)(t − t0)3 +  a4(α)(t − t0)4

𝒢
α

(t) = 𝒢
α

(t0)+ b1(α)(t − t0) + b2(α)(t − t0)2

+ b3(α)(t − t0)3 +  b4(α)(t − t0)4

(15) 

We set t = t0 and by substitution Eq. (15) in Eq. (3) we can

obtain: 

a1(α) = h1,α (t0, 𝒢α(t0), 𝒢α
(t0)) = 𝒢΄α(t0),

b1(α) = h2,α (t0, 𝒢α(t0), 𝒢α
(t0)) = 𝒢΄α(t0)

(16) 

Furthermore, the differential of Eq. (3) with regard to t can 

be obtained for κ=2:  

𝒢΄΄α(t) =
∂

∂t
h1,α (t, 𝒢α(t), 𝒢α

(t))

+𝒢΄α(t)
∂

∂𝒢α
h1,α (t, 𝒢α(t), 𝒢α

(t))

+𝒢΄α(t)
∂

∂𝒢α

h1,α (t, 𝒢α(t), 𝒢α
(t))

𝒢΄΄α(t) =
∂

∂t
h2,α (t, 𝒢α(t), 𝒢α

(t))

+𝒢΄α(t)
∂

∂𝒢α
h2,α (t, 𝒢α(t), 𝒢α

(t))

2 b2(α) =
∂

∂t
h2,α (t0, 𝒢α(t0), 𝒢α

(t0))

+𝒢΄α(t0)
∂

∂𝒢α
h2,α (t0, 𝒢α(t0), 𝒢α

(t0))

+𝒢΄α(t0)
∂

∂𝒢α

h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))

(17) 

Substitute t = t0 into the Eq. (17), we can obtain:

1983



 

𝒢΄΄α(t0) =
∂

∂t
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0)) 

+𝒢΄α(t0)
∂

∂𝒢
α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0)) 

𝒢΄΄α(t0) =
∂

∂t
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0)) 

+𝒢΄α(t0)
∂

∂𝒢
α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0)) 

(18) 

 

We can construct the approximation system of Eqs. (3) and 

(4) according to Eqs. (15) and (16) as follows: 

 

 𝒢α(t) =  𝒢α(t0)+𝒢΄α(t0)(t − t0)

+ 𝑎2(α)(t − t0)2 + ⋯

 𝒢
α

(t) =  𝒢
α

(t0) + 𝒢΄α(t0)(t − t0)

+ b2(α)(t − t0)2 + ⋯

 (19) 

 

by substitution Eq. (18) in Eq. (17) and put t = t0  we get 

2 a2(α) =
∂

∂t
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0)). 

When we compare Eqs. (18) and (22) we obtain: 

 

a2(α) =
1

2 
𝒢΄΄α(t0)  

b2(α) =
1

2 
𝒢΄΄α(t0)  

(20) 

 

Similarly, the differential of Eq. (3) with regard to t can be 

obtained for κ =3: 

 

𝒢΄΄΄α(t) =
∂

∂t
h1,α (t, 𝒢α(t), 𝒢

α
(t)) 

+𝒢΄α(t)
∂

∂𝒢α
 h1,α (t, 𝒢α(t), 𝒢

α
(t))  

+𝒢΄α(t)
∂

∂𝒢α

 h1,α (t, 𝒢α(t), 𝒢
α

(t))  

+𝒢΄΄α(t)
∂

∂𝒢α
 h1,α (t, 𝒢α(t), 𝒢

α
(t))  

+𝒢΄΄α(t)
∂

∂𝒢α

 h1,α (t, 𝒢α(t), 𝒢
α

(t))  

 𝒢΄΄΄α(t) =
∂

∂t
 h2,α (t, 𝒢α(t), 𝒢

α
(t))  

+𝒢΄α(t)
∂

∂𝒢α
 h2,α (t, 𝒢α(t), 𝒢

α
(t))  

+𝒢΄α(t)
∂

∂𝒢α
 h2,α (t, 𝒢α(t), 𝒢

α
(t)) +

𝒢΄΄α(t)
∂

∂𝒢α

 h2,α (t, 𝒢α(t), 𝒢
α

(t))  

+𝒢΄΄αα
(t)

∂

∂𝒢α
 h1,α (t, 𝒢α(t), 𝒢

α
(t))  

(21) 

 

We can construct the approximation system of Eqs. (3) and 

(4) according to Eqs. (15), (16) and (20) as follows: 

 

𝒢α(t) = 𝒢α(t0) + 

𝒢΄α(t0)(t − t0)+
1

2 
𝒢΄΄α(t0)(t − t0)2 

+ a3(α)(t − t0)3 + ⋯  

(22) 

 

�̃�α
(t) =  𝒢

α
(t0) + 𝒢΄α(t0)(t − t0) 

+
1

2 
𝒢΄΄α(t0)(t − t0)2 +  b3(α)(t − t0)3 +

⋯ 𝒢΄α(t0)
∂

∂𝒢α
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢α
(t0))  

 2 b2(α) =
∂

∂t
 h2,α (t0, 𝒢α(t0), 𝒢α

(t0)) +  

 +𝒢΄α(t0)
∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢α

(t0))  

 + 𝒢΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢α
(t0))  

(23) 

 

by substitution Eq. (22) in Eq. (21) and put t = t0 we get: 

 

6 a3(α) =
∂

∂t
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0)) 

+𝒢΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0)) 

+𝒢΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

+ 𝒢΄΄α(t0)
∂

∂𝒢α
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+ 𝒢΄΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

6 b3(α) =
∂

∂t
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

+𝒢΄΄α(t0)
∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

(24) 

 

When we compare Eqs. (24) and (21) and set t = t0 , we 

obtain: 
 

a3(α) =
1

6 
𝒢΄΄΄α(t0)

b3(α) =
1

6 
𝒢΄΄΄α(t0).

  (25) 

 

Similarly, the differential of Eq. (3) with regard to t can be 

obtained for κ=4: 
 

𝒢΄΄΄΄α(t) =
∂

∂t
 h1,α (t, 𝒢α(t), 𝒢α

(t))  

+𝒢΄α(t)
∂

∂𝒢α
 h1,α (t, 𝒢α(t), 𝒢α

(t))  

+𝒢΄α(t)
∂

∂𝒢α

 h1,α (t, 𝒢α(t), 𝒢α
(t))  

+𝒢΄΄α(t)
∂

∂𝒢α
 h1,α (t, 𝒢α(t), 𝒢α

(t))  

+𝒢΄΄α(t)
∂

∂𝒢α

 h1,α (t, 𝒢α(t), 𝒢α
(t))  

+𝒢΄΄΄α(t)
∂

∂𝒢α
 h1,α (t, 𝒢α(t), 𝒢α

(t))  

+𝒢΄΄΄α(t)
∂

∂𝒢α

 h1,α (t, 𝒢α(t), 𝒢α
(t))  

𝒢΄΄΄α(t) =
∂

∂t
 h2,α (t, 𝒢α(t), 𝒢

α
(t))  

+𝒢΄α(t)
∂

∂𝒢α
 h2,α (t, 𝒢α(t), 𝒢α

(t))  

+𝒢΄α(t)
∂

∂𝒢α

 h2,α (t, 𝒢α(t), 𝒢α
(t))  

+𝒢΄΄α(t)
∂

∂𝒢α
 h2,α (t, 𝒢α(t), 𝒢α

(t))  

+𝒢΄΄΄α(t)
∂

∂𝒢α

 h2,α (t, 𝒢α(t), 𝒢α
(t))  

+𝒢΄΄΄α(t)
∂

∂𝒢α
 h2,α (t, 𝒢α(t), 𝒢

α
(t))  

(26) 

 

1984



 

We can construct the approximation system of Eqs. (3) and 

(4) according to Eqs. (15), (16) and (25) as follows: 
 

𝒢α(t) =  𝒢α(t0) + 𝒢΄α(t0)(t − t0) 

 +
1

2 
𝒢΄΄α(t0)(t − t0)2 +

1

6 
𝒢΄΄΄α(t0)(t − t0)3  

+ a4(α)(t − t0)4  

 𝒢
α

(t) =  𝒢
α

(t0) + 𝒢΄α(t0)(t − t0) 

+
1

2 
𝒢΄΄α(t0)(t − t0)2 +

1

6 
𝒢΄΄΄α(t0). (t − t0)3  

+ b4(α)(t − t0)4 

(27) 

 

Substitution Eq. (26) into Eq. (27) and setting t = t0, we 

obtain: 

 

12 a4(α) =
∂

∂t
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0)) +

 𝒢΄΄α(t0)
∂

∂𝒢α
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+ 𝒢΄΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

+ 𝒢΄΄΄α(t0)
∂

∂𝒢α
 h1,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+ 𝒢΄΄΄α(t0)
∂

∂𝒢α

 h1,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

12 b4(α) =
∂

∂t
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

+𝒢΄΄α(t0)
∂

∂𝒢α
 h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

+𝒢΄΄΄α(t0)
∂

∂𝒢α
h2,α (t0, 𝒢α(t0), 𝒢

α
(t0))  

+𝒢΄΄΄α(t0)
∂

∂𝒢α

 h2,α (t0, 𝒢α(t0), 𝒢
α

(t0))  

(28) 

 

By setting t = t0 and comparing Eqs. (26) and (28), we can 

conclude that  a4(α) =
1

12 
𝒢΄΄΄΄α(t0) and  b4(α) =

1

12 
𝒢΄΄΄΄α(t0).  

 

Corollary 4.1 [20]: The exact solution will be accessible from 

the RPSM if either 𝒢α(t) or 𝒢
α

(t) is a polynomial. 

 

 

5. NUMERICAL EXAMPLES 

 

Consider a fourth-order linear FBVP: 

 

𝒢(4)(t) − 𝒢(t) = 4 et, t ∈ [0, 1] (29) 

 

With fuzzy boundary conditions: 

 

𝒢(0) = [ α ,2 − α]

𝒢(1) = [ (α + 1)e , (3 − α)e]
 , 

∀ α ∈ [0, 1]  

(30) 

𝒢′′(0) = [ α + 2 ,4 − α]

𝒢′′(1) = [ (α + 3)e , (5 − α)e]
  

 

The solution of eigenvalue and eigenvector are as follows: 

 

𝒢α(t) = ( et(α + t) , et(2 − α + t)) 

 

Solution of 𝒢 together with α –levels: 𝒢α(t) =[ 𝒢(t) , 𝒢 (t)], 

α  ∈  (0, 1]. Therefore, we suppose that the problem to the 

following solutions in the lower case 𝒢: 

 

𝒢 (4)(t) − 𝒢(t) = 4 et (31) 

 

with boundary conditions: 

 

𝒢(0) = α ,  𝒢(1) = (α + 1)e, 

𝒢΄΄(0) = α + 2 , 𝒢΄΄(1) = (α + 3)e 
(32) 

 

The solution of the series about t0=0 is obtained. 

Let: 

 

𝒢(t) = ∑ aκ
∞
κ=0 (t − 0)κ =∑ aκ

∞
κ=0 tκ  

       = a0 + a1t + a2t2 + a3t3 + ⋯ 
(33) 

 

Now, the first four coefficients are computed under 

boundary conditions: 

 

𝒢(0) = α = a0 + a1(0) + a2(0)2 + a3(0)3 + ⋯  = a0  

𝒢΄΄(t) = ∑  κ(κ − 1)aκ
∞
κ=2 tκ−2 =2a2 + 32a3t + ⋯ 

α + 2 = 𝒢΄΄(0) = 2a2 → a2 =
α + 2

2
  

 

Similarly, the third derivative: 

 

𝒢΄΄΄(t) = ∑  κ(κ − 1)(κ − 2)aκ
∞
κ=3 tκ−3 

= 6a3 + 4(3)2a4t + ⋯ 

𝒢΄΄΄(0) =  𝒢(0) + 4 

6a3 = α +4 → a3 =
α+4

6
 

 

and so 𝒢΄΄(1) =  2a2 + 6a3 + 12 a4 = (α + 3)e; a4 =
(α+3)e−2α−6

12
, 

𝒢(1) = a0 + a1 + a2 + a3 + a4 = (α + 1)e: 

 

a1 = (
11

12
α +

3

4
) e −

3

2
α −

7

6
 =  

(11α+9)e−18α−14

12
  

 

Thus, we use Eq. (33) to solve for Eq. (31), we get 

 

∑  κ(κ − 1)(κ − 2)aκ
∞
κ=3 tκ−3 − ∑ aκ

∞
κ=0 tκ = 4 et  

 

Standard form of the first power series as: 

 
∑  (κ + 3)(κ + 2)(κ + 1)aκ+3

∞
κ=0 tκ − ∑ aκ

∞
κ=0 tκ = 4 et 

∑  ((κ + 3)(κ + 2)(κ + 1)aκ+3

∞

κ=0

− aκ)tκ = 4 et  

 

This must be removed for each t, so the total coefficient 

must be removed for each power of tκ separately: 

 
(κ + 3)(κ + 2)(κ + 1)aκ+3 − aκ = 0 ∀κ  

1985



 

We conclude that aκ+3 =
aκ

(κ+3)(κ+2)(κ+1)
 ∀κ. 

Similarly, suppose that the problem with the upper 

solution 𝒢 is as follows: 

 

𝒢 (4)(𝐱) − 𝒢(𝐱) = 4 et (34) 

 

With boundary conditions: 

 

𝒢(0) = 2 − α , 𝒢(1) = (3 − α)e , 

𝒢΄΄(0) = 4 − α , 𝒢΄΄(1) = (5 − α)e  
(35) 

 

the solution of the series about t0=0 is obtained. 

Let: 

 

𝒢(t) = ∑ bκ
∞
κ=0 (t − 0)κ =∑ bκ

∞
κ=0 tκ  

     = b0 + b1t + b2t2 + b3t3 + ⋯  
(36) 

 

Now, the first four coefficients are computed under 

boundary conditions: 

 

2 − α = 𝒢(0) = b0 + b1(0) + b2(0)2 + b3(0)3 + ⋯  = b0  

𝒢΄΄(t) = ∑  κ(κ − 1)dκ
∞
κ=2 tκ−2 =2d2 + 32d3t + ⋯ 

4 − α = 𝒢΄΄(0) = 2b2 → b2 =
4 − α

2
  

 

Similarly, the third derivative: 

 

𝒢΄΄΄(t) = ∑  κ(κ − 1)(κ − 2)bκ
∞
κ=3 tκ−3 

= 6b3 + 4(3)2b4t + ⋯ 

𝒢΄΄΄(0) = 𝒢(0) + 4 

6b3 =2−α+4 →  b3 =
6−α

6
 

 

And so 

 

𝒢΄΄(1) =  2b2 + 6b3 + 12 b4 = (5 − α)e 

b4 =
(5 − α)e + 2α − 10

12
 

𝒢(1) =  b0 + b1 + b2 + b3 + b4 = (3 − α)e 

b1 = (
−11

12
α +

31

12
) e +

3

2
α −

25 

6
 =

(−11α+31)e+18α−50

12
 

 

Thus, we use Eq. (36) to solve for Eq. (34), we get: 
 

∑  κ(κ − 1)(κ − 2)bκ
∞
κ=3 tκ−3 − ∑ bκ

∞
κ=0 tκ = 4 et  

 

Standard form of the first power series as: 

 
∑  (κ + 3)(κ + 2)(κ + 1)bκ+3

∞
κ=0 tκ − ∑ bκ

∞
κ=0 tκ = 4 et  

∑  ((κ + 3)(κ + 2)(κ + 1)bκ+3
∞
κ=0 − bκ)tκ = 4 et  

 

This must be removed for each t, so the total coefficient 

must be removed for each power of tκ separately: 
 

(κ + 3)(κ + 2)(κ + 1)bκ+3 − bκ = 0 , ∀κ 
 

We conclude that: 
 

bκ+3 =
dκ

(κ + 3)(κ + 2)(κ + 1)
 , ∀κ 

 

There are eight cases of fuzzy solutions (n, m, l, s) for fuzzy 

DE Eqs. (29)-(30), as follows: 

Case I: Given the first case in Algorithm 3.3, we get the 

following solutions: 
 

ψ𝒢α,3
(t) = α + ((

11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

α+2

2
 t2 +

α+4

6
 t3 +

(α+3)e−2α−6

12
 t4  

ψ𝒢α,3
(t) = (2 − α) + ((

−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

4−α

2
 t2 +

6−α

6
t3 +

(5−α)e+2α−10

12
 t4  

 

Case II: Consider the second Case in Algorithm 3.3, we get 

the following solutions: 
 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

4−α

2
 t2 +

6−α

6
t3 +

(5−α)e+2α−10

12
 t4 

𝒢
α

=(2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

α+2

2
 t2 +

α+4

6
 t3 +

(α+3)e−2α−6

12
 t4  

 

Case III: Consider the third Case in Algorithm 3.3, we get the 

following solutions: 

 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

α+2

2
 t2 +

α+4

6
 t3 +

(5−α)e+2α−10

12
 t4  

𝒢
α

 =(2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

4−α

2
 t2 +

6−α

6
t3 +

(α+3)e−2α−6

12
 t4  

 

Case IV: Consider the fourth Case in Algorithm 3.3, we get 

the following solutions: 

 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

4−α

2
 t2 +

6−α

6
t3 +

(α+3)e−2α−6

12
 t4 

𝒢
α

=(2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

α+2

2
 t2 +

α+4

6
 t3 +

(5−α)e+2α−10

12
 t4 

 

Case V: Consider the fifth Case in Algorithm 3.3, and we get 

the following solutions: 

 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

4−α

2
 t2 +

6−α

6
t3 +

(α+3)e−2α−6

12
 t4  

𝒢
α

= (2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

4−α

2
 t2 +

α+4

6
 t3 +

(5−α)e+2α−10

12
 t4  

 

Case VI: Consider the sixth Case in Algorithm 3.3, we get the 

following solutions: 

 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

4−α

2
 t2 +

α+4

6
 t3 +

(5−α)e+2α−10

12
 t4  

𝒢
α

 =(2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

α+2

2
 t2 +

6−α

6
t3 +

(α+3)e−2α−6

12
 t4  

 

1986



 

Case VII: Consider the seventh Case in Algorithm 3.3, we get 

the following solutions: 

 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

4−α

2
 t2 +

α+4

6
 t3 +

(α+3)e−2α−6

12
 t4  

𝒢
α

 =(2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

α+2

2
 t2 +

6−α

6
t3 +

(5−α)e+2α−10

12
 t4  

 

Case VIII: Consider the eighth Case in Algorithm 3.3, we get 

the following solutions 

 

𝒢α = α + ((
11

12
α +

3

4
) e −

3

2
α −

7 

6
 ) t +

α+2

2
 t2 +

6−α

6
t3 +

(5−α)e+2α−10

12
 t4  

𝒢
α

 =(2 − α) + ((
−11

12
α +

31

12
) e +

3

2
α −

25 

6
) t +

4−α

2
 t2 +

α+4

6
 t3 +

(α+3)e−2α−6

12
 t4  

 

The fuzzy solution of the FBVP Eq. (29) is represented by 

the combination of 𝒢and 𝒢 as 𝒢α(t) = [𝒢,𝒢], for each 𝛼 ∈(0, 1] 

and t∈[0, 1]. It is evident that for 𝛼 =1, we obtain 𝒢(t)= 𝒢(t), 

which is the same precise solution to the non-fuzzy boundary 

value problem. Table 1 displays the outcomes of the 

calculations for the example shown above and is distilled into 

the following in Figure 1. 

 
Table 1. An analysis of the results of the lower and upper 

solutions of Eqs. (29)-(30) 

 

𝒕 𝓖(t, 𝛂) 𝓖(t, 𝛂) E(t, 𝛂) 

0 1 1 1 

0.1 1.2022 1.2022 1.2157 

0.2 1.4398 1.4398 1.4657 

0.3 1.7186 1.7186 1.7548 

0.4 2.0450 2.0450 2.0886 

0.5 2.4260 2.4260 2.4731 

0.6 2.8693 2.8693 2.9154 

0.7 3.3830 3.3830 3.4234 

0.8 3.9758 3.9758 4.0060 

0.9 4.6570 4.6570 4.6732 

1 5.4366 5.4366 5.4366 

 
 

Figure 1. RPSM solution of Eqs. (29)-(30) for many values of α 

 

 

6. CONCLUSIONS  

 

In this paper, we present the following conclusions: 

1. It is suggested that an algorithm be built to resolve fuzzy 

BVPs. In order to solve a fourth-order FBVP with fuzzy 

boundary conditions, the offered problem is treated by 

depending on RPS, which fields appropriate and useful 

solutions in a variety of applications. 

2. The outcomes can be verified using α=1, where the upper 

solution and lower solution must be equal. 

3. FBVPs can be seen as a popularization of the non-fuzzy 

boundary value issues since the fuzzy solution can be obtained 

from the non-fuzzy solution by setting α=1. 

4. The proposed method "residual power series" proved 

valid in solving FBVPs. 
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NOMENCLATURE 

FBVPs Fuzzy Boundary Value Problems 

FDEs Fuzzy Differential Equations  

RPSM Residual Power Series Method  

Res Residual functions 

Greek symbols 

 Fuzzy level sets 

ψ𝒢α,κ(t) the n-th-truncated series 

τ Element of fuzzy membership function 

Subscripts 

N Point index in the interval  

𝒢α -level set of a fuzzy set 𝒢
𝒢 Fuzzy set 
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