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 This article concerned the mixing of high-viscosity fluids using close-clearance 

impellers in a cylindrical tank (caustic soda and water). This investigation employed a 

numerical model to evaluate the performance of three distinct impeller designs at 

rotational speeds of 10, 20, and 30 rpm. The analysis concentrated on parameters 

indicative of mixing efficiency, including color dispersion, vector movement of the 

mixed material, temperature gradients from the tank wall to the center, and the average 

temperature within the agitator tank. Results indicated that the ribbon impeller operating 

at 30 rpm achieved the highest average temperature (53.69℃) across all measurement 

points within the mixing vessel compared to the other impeller configurations. This 

finding suggests that the ribbon impeller design is most effective in promoting optimal 

mixing. Additionally, the heat distribution within the tank exhibited a high degree of 

uniformity, which contributed to consistent vector movement of the mixed material. 

Furthermore, the temperature gradient, representing the average temperature variation 

from the tank wall to the center at each depth, was most pronounced with the ribbon 

impeller design. 
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1. INTRODUCTION 

 

The increasing environmental concerns regarding the 

excessive utilization of plastic packaging, which lead to a 

substantial volume of non-biodegradable waste, have driven 

the demand for environmentally friendly alternatives [1, 2]. 

Bioplastics made from biodegradable sources provide a 

promising solution to the challenges of packaging waste 

disposal [3]. In Thailand, cornstarch and cassava starch are 

commonly used as raw materials to produce bioplastic. 

However, their high production costs have led to the need to 

explore alternative materials. Natural resources that are 

abundant in cellulose fibers, such as rice straw, sugarcane 

bagasse, and banana peels, are considered viable options for 

producing low-cost, bio-based packaging [4]. The materials 

need to be processed through drying, size reduction, and 

pulverization [4]. Next, they are treated with soda ash or 

sodium hydroxide (NaOH), washed, pulverized, and formed 

into sheets using paper molds [5-7]. 

In the soda ash-assisted material breakdown process, the 

design of the impeller blades and the configuration of the 

mixing tank play a crucial role. Uneven temperature 

distribution can lead to hotspot formation, causing localized 

burning or material degradation. Similarly, colder areas can 

hinder proper melting and blending, resulting in a weakened 

product with compromised structural integrity. Non-uniform 

mixing can also disrupt the shaping process, increasing 

processing times and energy consumption. In the past, 

impeller designs were developed using empirical knowledge 

or trial-and-error methods, which are time-consuming, 
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resource-intensive, and may need to be revised to produce 

optimal results. In response to these limitations, the present 

study employed mathematical modelling as a potent 

instrument for analyzing, predicting, and optimizing impeller 

configurations [8]. 

Agitator reactors in the chemical industry are very common, 

and they are important for both liquid and solid-phase 

chemicals to obtain products from the chemical reaction 

between solid-phase and liquid-phase components [9]. 

Agitation plays an important role in a wide range of industries, 

such as fine chemicals, agrochemicals, pharmaceuticals, 

petrochemicals, biotechnology, polymer processing, pulp and 

paper, color mineral processing, and automotive surfaces [10, 

11]. The design of an agitator reactor equipped with impellers 

should consider relevant parameters such as conservation of 

mass and momentum, turbulent kinetic energy, energy 

consumption, agitation time, heat and mass transfer, and 

mechanical properties of the impellers [12] to monitor the flow 

field, temperature, and concentration, as well as heat flux and 

mass flux [13, 14]. The quality of the final chemical product 

is determined by the solid particles’ remaining in suspension 

within the liquid phase for as long as possible for the chemical 

reaction to take place [9]. Many experimental studies on 

agitation processes have been conducted over the past decades 

[15, 16]. Advanced experimental optical techniques, 

especially Particle Image Velocimetry (PIV), are widely used 

at laboratory scales for hydrodynamic characterization [17, 

18]. However, it is not suitable for use in studying industrial 

agitator reactors. It is mainly used for local spatial description 

for various reasons, such as equipment size, opaque walls, and 

media. Computer simulation models are therefore used to 

study various aspects of agitator reactor design and to predict 

product formation during chemical reactions [19] or culture 

processes [20, 21].  

To quantify the impact of factors that play an important role 

in the optimization of agitator reactor design, it is often 

necessary to use Computational Fluid Dynamics (CFD) 

numerical models such as geometry, fluid mechanics, as well 

as heat and mass transport [22, 23]. One of the challenging 

tasks involving the agitator reactor simulation is simulating the 

rotation of the reactor [22]. Mechanical agitation or 

mechanical compounding is commonly used to improve 

mixing in industrial containers. Inside the agitator reactor, 

rotating parts are installed to increase the mass transfer rate 

and homogeneous fluid [24]. The design and selection of the 

agitator reactor’s rotating parts play an important role in the 

mixing process [25, 26]. The simulation of an agitator reactor 

is Fluid-Structure Interaction (FSI) [27]. The simulation of an 

agitator reactor is Fluid-Structure Interaction (FSI) [27]. 

Because of the complexity of FSI problems, as a result, 

developing analytical solutions to these problems is difficult. 

As a result, numerical simulations are often used to study FSI 

to solve equations that include fluid motion and deformable 

materials [28]. Subsequently, different numerical 

investigations were carried out using FSI analysis on the fluid-

solid structure interaction. These results demonstrate that FSI 

analysis is suitable for studying FSI in agitation equipment 

[29-31]. According to the literature mentioned above, the 

behavior of the fluid in an agitator reactor depends on the 

shape of the impellers. The important reason for the mixing 

process and flow behavior of the agitator reactor is influenced 

by geometric parameters, including number of impellers, 

thickness of impellers, width of impellers, height of impellers, 

angle of impellers, and the distance between the impeller and 

the bottom of the stirred tank reactor, for example [12]. 

Methods have been proposed to establish the relationship 

between objective functions (such as energy consumption, 

agitation time, and maximum equivalent stress, for example) 

and effective parameters (or design parameters) in the mixing 

process within the agitator reactor [32-34]. Multi-objective 

optimization (MOO) techniques can optimize the impellers’ 

geometry and allow the optimal agitator design [35]. 

Over the past three decades, computational fluid dynamics 

(CFDs) has proven to be a useful [36-38] and important tool 

in the chemical industry [12]. Recent studies addressed three 

issues in improving the accuracy of simulations of agitation 

inside the agitator reactor using the CFD technique: (1) the use 

of models for the reasonable turbulence consideration during 

the mixing process [39, 40]; (2) consideration of suitable 

models for simulating non-Newtonian fluids [41]; and (3) 

consideration of suitable boundary conditions for mixing 

processes [42, 43]. Numerous studies worldwide have 

performed a numerical analysis of turbulent multi-phase flows 

specific to agitator reactors with various configurations using 

CFD for experts and researchers ( ANSYS Fluent, ANSYS 

CFX) [18, 44-47]. Stachnick and Jakubowski performed 

numerical simulations with Ansys CFX 18.1 using a free 

surface model of a three-phase Volume of Fluid (VOF) to 

analyze the movement and formation of solid particles from 

the separator used in the beer brewing industry. The numerical 

results were compared with the experimental results, proving 

that the used model was suitable for the analyzed phenomena 

and provided accurate and reliable results for the flow and 

sedimentation [48]. 

In addition, Tembely et al. [49] used the VOF method to 

analyze two-phase flow within a porous medium, which 

considers the dynamic contact angle and hysteresis via 

Operation and Manipulation (OpenFOAM). The numerical 

results are compared with the experimental results, and good 

conclusions are drawn. McCraney et al. [50] presented a 

numerical method for the symmetric draining of capillary 

liquids in simple interior corners using Interfoam software 

(OpenFOAM) and VOF model by comparing numerical 

results with experimental results. The accuracy of the 

numerical results is good. He et al. [51] presented the results 

of using an improved VOF - discrete element method (DEM) 

model for soil–water interaction studies. Silva and colleagues 

used OpenFOAM and ANSYS Fluent to study gas and liquid 

flow at the microscopic level. A study was conducted to 

evaluate the ability of both software to predict flow fields 

using different models for multi-phase flow, VOF, and A 

piecewise linear interface calculation (PLIC) in ANSYS 

Fluent and MULES/isoAdvector in OpenFOAM. After 

verifying the obtained results with experimental data, the 

research concludes that ANSYS Fluent provides more 

accurate results for this type of flow [52]. 

Another concern of researchers is selecting the most 

appropriate model for modeling the suspension volume of the 

solid inside the liquid from the existing CFD model [53, 54] 

for learning and improving the complex phenomenon of multi-

phase flow. Many researchers used two main methods to 

demonstrate multi-phase flow behavior in the CFD model of 

gas and liquid containers: Eulerian-Lagrangian and Eulerian-

Eulerian approach [9, 55-57]. The Eulerian-Eulerian approach 

is a widely used approach for the CFD model of turbulent 

containers, which is detailed as follows [40]. Modelling multi-

phase connections [58, 59] such as drag force [60, 61], lift 

force [61], and virtual mass force [62], for example. Many 

1710



 

models are used in the analysis, for example, using Reynolds-

Averaged Navier-Stokes (RANS) for simulating the turbulent 

flow behaviour, one or two equations using Length eddy 

simulation (LES) [63, 64] and Direct numerical simulation 

[65] in the analysis. The average flow and turbulence of the 

agitator reactor were accurately assessed using the 3 D k-ε 

turbulence model [44]. Another model used for simulating 

anisotropic turbulent flow in the agitator reactors is the 

Explicit Algebraic Stress Model (EASM) [66]. In addition, the 

Scale-Adaptive Simulation turbulence model (SAS) was used 

to investigate the turbulent flow field occurring in the agitator 

reactor [67].  There are three pieces of research using three 

methods for simulating impeller motion: Sliding Mesh (SM), 

Multiple Frames of Reference (MFR), and Single Rotating 

Frame (SRF) [68]. For the SM technique, two fluid domains, 

a rotating domain and a stationary domain, must be defined. 

The SM technique requires a solution to the non-stationary 

problem of the flow field [69]. For example, the research of de 

Lamotte et al. [18] used MRF and SM techniques to simulate 

the movement of the impellers. The model allows for 

comparisons between different methods and the identification 

of important physical phenomena. Two decomposition 

techniques such as proper orthogonal decomposition (POD) 

and dynamic mode decomposition (DMD) were then used. 

Both methods are complementary and emphasize different 

physical characteristics [70-73]. Considering the results from 

the most suitable model for the research, the RNG 𝑘– 𝜀 

turbulence model provides sufficient accuracy within a 

reasonable computation time, and the Eulerian multi-phase 

model for calculating liquid-solid mixtures [6] is well-

established and has relatively low computational costs [39]. 

Numerous research studies have extensively focused on 

various mixing processes, especially the mixing of soda ash 

(sodium hydroxide, NaOH). These studies investigated the 

effect of mixing soda ash with different substances, such as 

gases, liquids, and solids, within impeller mixing tanks [74-

76]. Additionally, there are studies on multiphase mixing in 

stirred tanks involving liquid-solid and gas-liquid phases [77], 

optimizing mixing for mercaptan removal from kerosene using 

soda ash and a fixed mixer under varying conditions [5], and 

analyzing the rapid neutralization reaction between HCl and 

NaOH when mixing two liquids in a tank [78]. 

There are many studies on mixing processes involving 

solids and liquids. However, there are few studies on soda ash 

mixing in agricultural materials. With the lack of research in 

this field, a combined modelling and experimental approach 

are required to determine the optimal impeller design for soda 

ash mixing in stirred tanks. Selecting an appropriate impeller 

can substantially decrease processing time and costs and 

improve the efficiency of material mixing. Consequently, this 

can result in enhanced fiber dispersion and fiber bonding and 

greater stability in the fiber arrangement of the final product. 

The objective of this study was to find out more detailed 

information about the effects of different impellers and 

analysis of caustic soda mixing tanks using computational 

fluid dynamics) under the three types of impellers, including 

two-paddle impellers, six-blade impellers, and Helical ribbon 

impellers, at three speed levels. Computational fluid dynamics 

modelling was used in the analysis. For this purpose, a multi-

phase Eulerian-Eulerian model combined with an RNG 𝑘– 𝜀 

turbulence model was chosen to simulate a turbulent vessel. 

The CFD model was first validated by reported experimental 

data [14, 39]. In addition, the CFD modelling technique was 

used to study the influence of the impeller patterns to compare 

the agitator’s temperature distribution and mixing time, speed, 

energy consumption, and mixing quality. 

 

 

2. METHODOLOGY 

 

Agitators are produced in various sizes and styles, including 

marine propellers, foils, axial and radial flow turbines, and 

anchor-shaped stirrers. The different rotating impeller patterns 

result in different flow patterns, resulting in the agitator being 

able to operate in high and low viscosity conditions. However, 

simple mixing tasks such as mixing liquids with the same 

viscosity, well-combined liquid within the tank, and liquids 

that are constantly circulating in the tank for distributing heat 

from the heat-controlled walls, for example. For difficult 

agitation cases, including fluids with different viscosities, 

mechanical agitation of high-viscosity fluids has become a 

serious concern in all industries today [79]. The dispersion of 

powder and bonding with water, the making of emulsions or 

suspensions, and the dissolution or fine grinding of solid raw 

materials, for example, the agitator took a very long time to 

complete these mixing processes or may not be able to do it at 

all. The agitator modeling is shown in Figure 1. 

 

2.1 Characteristics of blade impellers 

 

This is a numerical analysis of the impeller behavior under 

the change of three types of impellers, namely two-paddle 

impellers, six-blade impellers, and helical ribbon impellers. 

The ribbon impeller, a type of close-clearance impeller, is 

characterized by its helical, spring-like metal blades that are 

enclosed within a stationary mixing tank. These blades are 

attached to a rotating shaft that can operate at various 

rotational speeds. Unlike other impeller designs, ribbon 

impellers typically generate minimal heat during operation due 

to the reduced shearing action between the material, the blades, 

and the tank walls at three-speed levels. The three impeller 

types employed in this study all fall under the category of 

close-clearance impellers, characterized by their downward-

facing blades positioned at the tank bottom. These blades 

feature gaps between them that allow the material or liquid to 

flow through during mixing, facilitating material movement 

within the tank and mitigating heat buildup near the tank walls. 

CFD was used in the analysis to compare the temperature, flow 

direction, speed, and time that occur on the agitator and 

impellers. The use of a mechanical agitator with a suitable 

impeller will result in uniform agitation of the liquid [80]. 

Reports show that after optimizing the impeller shape, the 

circulating flow rate generated by the impeller was greatly 

increased, resulting in a significant reduction in agitation time, 

and the demand for electrical energy decreased [81]. The 

analysis was of the agitation tank used to mix water with 

caustic soda with three types of impellers, as shown in Figures 

2 to 4. 

Previous studies of impellers have various characteristics; 

each characteristic has different advantages and 

disadvantages. The perforated impeller in Figure 2 is a two-

paddle impeller installed at the end of the shaft with a threaded 

screw for fixing the shaft. A two-paddle impeller is always 

sufficient for mixing high-viscosity liquids [79]. Two 

impellers were placed opposite each other at an angle of 45 

degrees, alternating sides on both sides. Many studies reported 

that placing the impellers at 30 degrees is the most appropriate 

angle for the two-paddle impeller [82]. The reports stated that 
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the axial flow style agitator is generally considered the most 

suitable agitator. The six-blade impeller in Figure 3 is one of 

the most widely used axial flow impellers. In the present study 

[83], a ribbon bar impeller shown in Figure 4, a batch tank 

reactor equipped with a Helical ribbon impeller, was designed 

and manufactured. Using this reactor significantly increases 

production efficiency and shortens the required residence time 

[84] to create an axially symmetrical circulation cell that 

moves liquid down the edge of the tank and up near the center 

of the tank [85]. The tank has a diameter of 400 mm, a total 

height of 410 mm, a cylindrical section height of 250 mm, a 

cone section height of 160 mm, a tank bottom diameter of 50 

mm, and the impeller was installed at a depth of 130 mm from 

the edge of the tank. 

 

2.2 Mixture properties 

 

This simulation analysis simulates chemical pretreatment to 

remove the starch and increase the percentage of material 

fibers by using sodium hydroxide (caustic soda) at a 

concentration of 7% and boiling for 1 hour. Then, the material 

is rinsed with water to remove sodium hydroxide from the 

material. The analysis analyzed the mixing between two types 

of mixtures, namely water and sodium hydroxide (caustic 

soda), in a ratio of 9:1 to study the agitation results of various 

types of tanks and impellers to see how they differ in 

efficiency and which type is more appropriate. 

Preliminary analysis of both mixtures was performed by 

gradually increasing the mixtures’ temperature to check and 

understand the important properties by considering the trend 

results before analyzing the mixture in the agitator and various 

impellers. The properties of the mixture used in the 

preliminary analysis are density (density[kg/m3] , dynamic 

viscosity [Pa*s]), specific heat ([Cp or J/(kg.K)], and thermal 

conductivity [W/(m.K)]), as shown in Figures 3 and 5-8. 

The more the mixture’s viscosity can be reduced, the more 

effective the mixing will be. From Figure 5, the viscosity 

decreases even more as the temperature increases. For 

ordinary water, shown in Figure 5(a), the viscosity at high and 

low temperatures is almost no difference. As shown in Figure 

5(b), the viscosity gradually decreases with the given 

temperature if it is caustic soda. This is consistent with 

impeller tests, which found that viscosity increases as fluid 

moves away from the impeller. The suction flow reaches a 

high viscosity where the low-pressure zone created behind the 

impeller accelerates the deformation rate and causes the 

viscosity to decrease again [41]. 

 

2.3 Defining the model used in the analysis 

 

The analysis employed in this study utilizes a steady-state 

approach, a methodology that examines fluid flow under the 

assumption that the system's conditions remain constant over 

time [86, 87]. This implies that parameters such as flow 

velocity, applied forces, and temperature do not exhibit 

temporal variations or experience only minimal changes. The 

gravitational force of the Earth, which induces convective heat 

transfer, is incorporated into the analysis. Computational fluid 

dynamics (CFD) studies, as evidenced in numerous 

investigations, have highlighted the significant impact of 

Earth's gravity on fluid flow behavior [88]. Gravity exerts a 

pronounced influence on the distribution of flow patterns and 

chemical constituents within reaction systems [88]. 

Accounting for this effect can enhance reaction rates by 

promoting convective currents, thereby augmenting heat 

transfer and reaction progression [89]. Gravity also plays a 

role in fluid combustion under the influence of magnetic fields 

and viscous forces [90]. Research that incorporates 

gravitational analysis into mathematical modeling techniques 

has demonstrated remarkable agreement with experimental 

laboratory results [91]. 

These research studies illustrate the intricate relationship 

between gravitational forces and fluid dynamics in various 

scenarios, facilitating efficient computational fluid dynamics 

(CFD) analysis under steady-state conditions. To validate the 

initial model analysis, grid independence techniques, or the 

testing of element division or grid calculation independence, 

are employed. This technique is critical for ensuring that 

results are not significantly influenced by the size or 

distribution of elements used in the domain. Assessing grid 

independence can render the analysis model suitable when 

changes in element size do not lead to significant alterations in 

simulation results, indicating that the numerical solution is an 

accurate representation of the physical phenomenon. The 

challenge of grid independence pertains to balancing the need 

for accuracy with computational efficiency in finer grid 

calculations, which can enhance the accuracy of CFD 

simulations by capturing fluid flow details more effectively. 

However, this also substantially increases computational 

resources and time [92]. For instance, when simulating ship 

resistance, the number of grids required for accurate results in 

shallow water is higher compared to deep water due to denser 

impacts, underscoring the importance of selecting an 

appropriate grid size to ensure both accuracy and efficiency 

[93]. Various strategies have been proposed to tackle the 

challenges associated with achieving grid independence, such 

as using grid reordering techniques and loop fusion 

optimization techniques to enhance memory access for multi-

axis GPU simulations. Additionally, employing color-based 

level-set techniques for GPUs has shown significant time 

savings in engineering problem-solving, enabling the use of 

larger, more finely tuned grids [94]. Furthermore, applying 

analytical table distribution processes can fine-tune important 

areas without significantly increasing computation time, as 

demonstrated in predicting the performance of twin-screw 

compressors [95]. Similarly, using reduced order modeling 

(ROM) to generate motion model simulations helps achieve 

efficient grid representation with minimal distortion [96]. In 

conclusion, analyzing computational fluid dynamics requires 

an assessment of grid independence to ensure accurate and 

efficient simulations [97-100]. 

A computational fluid dynamics (CFD) method is used to 

simulate the velocity distribution, turbulent kinetic energy 

distribution, and energy consumption characteristics of the 

agitator [101] . In analyzing the results using the simulation 

program of this study, assumptions are used, as shown in Table 

1. 

 

Table 1. Hypotheses used in the analysis 

 
No. Hypothesis 

1 Steady state analysis 

2 Use water properties as fluid properties in the analysis 

3 3D analysis 

4 Analyzing with gravity included 

5 The viscosity model uses the Standard k-epsilon 
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Figure 1. The agitator modelling 

 

 
 

Figure 2. Characteristics of two-paddle impellers 
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Figure 3. Characteristics of six-blade impellers 

 

 
 

Figure 4. Characteristics of Helical ribbon impellers 
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(b) 

 

Figure 5. (a) water temperature versus density; (b) caustic soda temperature versus density 
 

 
(a) 

 
(b) 

 

Figure 6. (a) water temperature versus dynamic viscosity; (b) caustic soda temperature versus dynamic viscosity 
 

 
(a) 

 
(b) 

 

Figure 7. (a) water temperature versus specific heat; (b) caustic soda temperature versus specific heat 
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(a) 

 
(b) 

 

Figure 8. (a) water temperature versus thermal conductivity; (b) caustic soda temperature versus thermal conductivity 
 

 

3. MATHEMATICAL 
 

3.1 Main governing equations 

 

Equations related to density [kg/m3]), dynamic viscosity 

[Pa*s], specific heat [Cp or J/(kg.K)]), and the thermal 

conductivity [W/(m.K)]. The analysis presented herein is 

deeply rooted in the fundamental principles of fluid dynamics, 

utilizing the esteemed conservation equations of mass, 

momentum, and energy [9, 39, 40, 53-57, 102, 103]. These 

equations, as depicted in Eqs. (1) to (6). 

Lamina Model: 
 

𝜕

𝜕𝑥𝑖
(𝜌̄𝑈̄𝑡) = 0  (1) 

 

𝜌𝑢̄𝑗
𝜕𝑢̄𝑖

𝜕𝑥𝑗
= −

𝜕𝑝̄

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝜇𝑡 (

𝜕𝑢̄𝑖

𝜕𝑥𝑗
+

𝜕𝑢̄𝑗

𝜕𝑥𝑖
) − 𝜌𝑢̄𝑖𝑢̄𝑗)  (2) 

 

𝜌𝑢̄𝑗
𝜕𝑇̄

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
((

𝜇𝑖

𝜌𝑖
+

𝜇𝑡

𝜌𝑡
)

𝜕𝑇̄

𝜕𝑥𝑗
)  (3) 

 

The Reynolds-Averaged Navier-Stokes equations, also 

known as the RANS equations, include additional terms 𝜌̄𝑢̄1
′ 𝑢𝑗

′  

on the right-hand side known as the turbulent stress tensor or 

Reynolds stress tensor, which is an isotropic tensor. Additional 

equations are required to compute the various components in 

solving this set of equations. The number of variables must 

match the number of equations, which is known as the closure 

problem. In this research, the indirect method is chosen to 

solve these equations because it requires fewer resources than 

higher-level equation-based methods such as Direct 

Numerical Simulation (DNS) or Large-Eddy Simulation 

(LES) [104, 105]. 

Turbulent Model: 

jt i i
j t

i j k j j i j

uk k
u

x x x x x x

 
   



        
= + + + −               
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     

  
+ + −     

  
(5) 

 

where, 

 
2

t

k
C 


=  (6) 

 

1 1.44C =  (7) 

 

2 1.92C =  (8) 

 
0.09C =  (9) 

 
1.0k =  (10) 

 
1.3 =  (11) 

 

3.2 Boundary condition 

 

The model used in the analysis specifies agitation speeds of 

10, 20, and 30 rpm. For high-viscosity liquids, agitation is 

usually done with a low-speed rotary while the impeller rotates 

at a low speed, and the fluid flow is laminar [106].  The 

proportion of the mixture consists of water and soda at a ratio 

of 9:1. The volume shown in Figure 9, which is analyzed as a 

fluid, changes depending on time during the analysis period of 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

2
7

3
.1

6

2
8

3
.1

6

2
9

3
.1

6

3
0

3
.1

6

3
1

3
.1

6

3
2

3
.1

6

3
3

3
.1

6

3
4

3
.1

6

3
5

3
.1

6

3
6

3
.1

6

3
7

3
.1

6

3
8

3
.1

6

3
9

3
.1

6

4
0

3
.1

6

4
1

3
.1

6

4
2

3
.1

6

4
3

3
.1

6

4
4

3
.1

6

4
5

3
.1

6

4
6

3
.1

6

4
7

3
.1

6

4
8

3
.1

6

4
9

3
.1

6

5
0

3
.1

6

5
1

3
.1

6th
er

m
al

 c
o
n

d
u

ct
iv

it
y
 [

W
/(

m
.K

)]

temperature [K]

0.52
0.54
0.56
0.58
0.6

0.62
0.64
0.66
0.68
0.7

0.72

274.24 283.13 294.24 305.33 310.9 327.57 349.79 360.9

th
er

m
al

 c
o
n

d
u

ct
iv

it
y
 

[W
/(

m
.K

)]

temperature [K]

1716



 

90 seconds. The details can be summarized as shown in Table 

2. 

Proportions of the mixture between water and sodium 

hydroxide (caustic soda) from Figure 9 before being analyzed 

by the simulation program are as follows. The blue color in the 

agitator tank (the number 0 in the shade bar) is water. The red 

color in the agitator tank (the number 1 in the shade bar) is 

sodium hydroxide (caustic soda). In the agitator tank, there are 

some parts where the two ingredients mix before agitation: the 

yellow and light green colors (numbers 0.7-0.4 in the shade 

bar) divided into a layer between the two mixtures. 

 

  
 

Figure 9. Volume fraction of caustic soda 

 

Table 2. Specifying the conditions used in the analysis 

 
Detail Specifying 

Proportion of water to 

caustic soda 
9:1 

Impeller speed (rpm) 10, 20, and 30 

Time-dependent analysis The analysis depends on the time 

Analysis time (s) 90 

Time step (s) 0.01 

The initial temperature of 

the fluid (℃) 
30 

The initial pressure of the 

system (Pa) 
101325 

Analysing with vertical 

gravity included (m/s2) 
9.81 

 

3.3 Numerical simulation 

 

In the observation of the behavior change of the simulation, 

4 0  coordinate points are used to track the changes in fluid 

properties within the agitator tank distributed throughout the 

model domain, as shown in Figure 10(a).  In the observation of 

mixing, it is observed by dividing the zone into three zones, 

namely zones A, B, and C, as shown in Figure 10(b). 

 

 
(a)   (b) 

 

Figure 10. (a) The coordinate points used to track data when 

displayed in isometric coordinate points; (b) The coordinate 

points used to track data when displayed in YZ laminar 

 
(a) Laminar: XY, Coordinate point: Z=0 mm 

 
(b) Laminar: XY, Coordinate point: Y=0 mm 

 

Figure 11. Coordinate point of laminar 

 

Figure 11 is the coordinate point of laminar. The average 

value for each distance from the center of the inner tank to the 

edge of the outer agitator tank. Temperature distribution data 

collection can be selected with four reference lines, as shown 

in Figure 12. Line 1 is the reference line in the center of the 

tank, with a length equal to 382 mm. The analysis of the 

simulation results with this program divided each point that 

determines the results of the analysis into 3 locations with 

reference level lines for collecting temperature distribution 

data, lines 2, 3, and 4, in order to be able to see the temperature 

effect at different heights of the agitation tank. The details of 

the reference levels are as follows. Line 2 is 140 mm higher 

than the reference line at the bottom of the agitator tank and 

has a length from the center of the agitator tank to the outer 

edge of the agitator tank equal to 195 mm. Line 4 is 340 mm 

above the reference line level and has a length from the center 

of the agitator tank to the outer edge of the tank, 195 mm. 

Simulating and analyzing the change in solution temperature 

at each level of the reference line, as shown in Figure 13, is the 

result of the analysis without heating and mixing the mixture 

inside the agitator tank. 

 

 
 

Figure 12. Reference level line for collecting temperature 

distribution data 
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Figure 13. The change in solution temperature at each 

reference line level 

 

 
 

Figure 14. Computation domain and grid configuration of 

the present study 

 
 

Figure 15. Grid independent test 

 

3.4 Grid independent 

 

Grid independence refers to the study of selecting the 

appropriate number of grids in computational fluid dynamics 

(CFD) simulations to ensure accurate results and reduce 

computational time. Several papers have addressed this topic 

such as, Siek et al. conducted a mesh independence study to 

simulate the resistance of a low-speed catamaran ship and 

found that increasing the number of grids improved the 

accuracy of the ship's resistance estimation [93]. Lee et al. 

proposed a grid independence test method that uses grid 

resolution based on characteristic length and uses CV (RMSE) 

and R2 as criteria for selecting the most appropriate grid [94]. 

Jin et al. investigated the importance of verifying grid 

independence in CFD numerical simulations of pigs and 

determined appropriate element partitioning conditions for air 

flow and temperature simulations [107]. Therefore, verifying 

grid independence is important for improving the reliability 

and accuracy of CFD simulations in various applications 

where increasing the number of model grids is shown in Figure 

14. 

In this study, the elements are divided starting from 1×105 

to 1×106 as shown in the Figure 15. The average temperature 

will be followed in the perforated agitator tank for 90 s at a 

stirring speed of 10 rpm. The stop calculation when the 

difference average temperature value in the agitator tank is no 

more than 1×10-3 or 0.1%. The analysis results show that when 

the appropriate conditions for dividing the size of the elements 

are changed, the average temperature does not exceed the 

conditions and the number of elements is approximately 7×105 

elements. 

 

 

4. RESULTS AND DISCUSSION  

 

The time required for the test is 90 seconds  with the liquid 

temperature at the edge of the container set to an initial value 

of 100°C that heat radiating from the edge of the tank into the 

inside of the tank. The experiments were completed with nine 

different conditions. Cases 1, 2, 3 were perforated impellers, 

Cases 4, 5, and 6 were three- blade on the top and bottom of 

the impeller and Cases 7, 8, 9 were helical ribbon impeller. As 

shown in Table 3. 

 

Table 3. Operating conditions of the present study 

 
Case Studies Details 

Case 1 The perforated impellers for 90 seconds at a speed of 10 rpm 

Case 2 The perforated impellers for 90 seconds at a speed of 20 rpm 

Case 3 The perforated impellers for 90 seconds at a speed of 30 rpm 

Case 4 The 3-blade on the top and bottom of the impeller for 90 seconds at a speed of 10 rpm 

Case 5 The 3-blade on the top and bottom of the impeller for 90 seconds at a speed of 20 rpm 

Case 6 The 3-blade on the top and bottom of the impeller for 90 seconds at a speed of 30 rpm 

Case 7 The Helical ribbon impeller was for 90 seconds at a speed of 10 rpm 

Case 8 The Helical ribbon impeller was for 90 seconds at a speed of 20 rpm 

Case 9 The Helical ribbon impeller was for 90 seconds at a speed of 30 rpm 
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The mixing time is also an important parameter in 

evaluating the economic efficiency of the agitator tank and 

directly influences the operating cost and product quality 

[108]. The results of the analysis using the program use a mix 

of more than 90% as the maximum acceptable value for 

agitation. Based on average data from different locations, a 

level of homogeneity of 90% is considered adequate for most 

chemical engineering processes and systems [109]. 

 

4.1 The color shades of temperature change 

 

The color shades of temperature change can be seen in 

Figures 16-18. The agitating mixture in the agitator tank was 

agitated with three types of impellers at three different speeds 

at the laminar z = 0 m. Figures 16-18. found that by using the 

Helical ribbon impeller in Figure 18 at a speed of 30 rpm for 

90 seconds, the shade of heat generated in the agitator tank can 

be distributed throughout the tank best when compared to 

other types of impellers and other speeds due to the two-paddle 

impeller, when it moves, the liquid flows in the direction of 

rotation around the impeller, which occurs on both blades, 

causing the liquid to swirl, resulting in uneven mixing. This is 

consistent with reports suggesting that the helical ribbon 

impeller is more effective than the pitch blade and straight 

blade agitator [110]. The results of the study of the perforated 

impeller in Figure 16 at a speed of 30 rpm found that the 

distribution of heat shades in the agitator tank was minimal 

compared to other types of impellers and other speeds.  

These three types of agitator blades are commonly used due 

to their initial effectiveness in mixing. Therefore, they were 

selected for this study for the reasons mentioned above [79, 

82, 83]. The temperature (color of temperature) at each 

position in the mixing tank indicates that while the results may 

not be uniformly mixed throughout the tank, they represent the 

best outcome among the three selected blade types. The ability 

to distribute evenly is crucial for effective mixing. In practical 

applications, it is expected that the temperature effect would 

be lower than in the model, as there are external factors that 

we may not be able to control in the analytical model. 

Additionally, if the raw materials used have different 

properties, this could further increase the margin of error in the 

analysis. The temperature stratification in the mixing tank 

could result from issues with the raw materials used in 

practical applications. For example, inadequate mixing in 

certain areas could lead to substances and raw materials 

getting stuck, causing errors in the mixing process. This 

problem could result in the agitator not performing as desired. 

When applied in industrial settings and at larger scales than 

analyzed in this article, changes in various parts of the agitator 

and variations in the volume of materials could alter the 

properties of the liquid, leading to potentially different 

outcomes from those predicted in this model [80]. 

 

 
 

Figure 16. The shade indicates the mixture’s temperature when using the perforated impellers for 90 seconds 

 

 
 

Figure 17. The shade indicates the mixture’s temperature when using a 3-blade on the top and bottom of the impeller for 90 

seconds 

 
 

Figure 18. The shade indicates the mixture’s temperature when using the Helical ribbon impeller for 90 seconds  
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Figure 19. Vector and temperature showing the movement of the mixture using a perforated impeller for 90 seconds 
 

 
 

Figure 20. Vector and temperature showing the movement of the mixture using a 3-blade on the top and bottom of the impeller 

for 90 seconds 
 

 
 

Figure 21. Vector and temperature showing the movement of the mixture using the Helical ribbon impeller for 90 seconds 

 

 
 

Figure 22. Vector and Temperature showing the movement of the mixture using a perforated impeller for 90 seconds 
 

 
 

Figure 23. Vector and Temperature showing the movement of the mixture using a 3-blade on the top and bottom of the impeller 

for 90 seconds 
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Figure 24. Vector and Temperature showing the movement of the mixture using the Helical ribbon impeller for 90 seconds 
 

4.2 Change of mixture direction 
 

For the direction of change of movement of the mixture, it 

can be shown as shown in Figures 19-21. 

Vector distribution of the mixture in the flow direction 

along the cross-section, Analysis using the model at the plane 

z=0 m as shown in Figures 19-21 for all three types of 

impellers found that the helical ribbon impeller from Figure 21 

at a speed of 30 rpm made the mixture in the agitator tank the 

most even vector distribution. The point at which the vector 

swirl occurred in the agitator tank is minimal compared to 

other impellers because this type of impeller allows the liquid 

to flow smoothly and distribute the flow from the bottom to 

the top and from the outside to the inside very well. It is 

consistent with reports of a single ribbon mixer that can create 

an axially symmetrical flow cell that moves liquid below the 

outer edge of the tank and up near the center [85].  Three blades 

are attached on the top and bottom of the impeller from Figure 

21. at a speed of 30 rpm at a time of 90 seconds. It was found 

that this type of impeller causes the mixture in the agitator tank 

to have the least distribution of the movement vector. It is 

caused by the rotation of the vector in the agitator tank at many 

points, causing the mixing of the mixture to not be as good as 

it should be compared to other types of impellers. 
 

4.3 The direction of change in mixing at the Y-axis of 0 mm. 

and Y-axis of 90 mm 

 

Demonstrates the change in movement of the mixture. At 

the Y-axis of 0 mm, as shown in Figures 22-24, and at the Y-

axis of 90 mm, as shown in Figures 25-27, the agitation of the 

substance in the mixing tank using all three types of blades and 

at three different speeds is illustrated. In the Y-axis plane of 0 

mm, as shown in Figure 24, the use of the ribbon blade at a 

speed of 30 rpm at 90 seconds yielded the best vector and 

temperature distribution. The temperature was most 

effectively distributed from the center of the tank to the tank's 

edges. When comparing to other blade types, in the Y-axis 

plane of 90 mm, as shown in Figure 27, the ribbon blade at a 

speed of 30 rpm at 90 seconds also yielded the best vector and 

temperature distribution. Similarly, the paddle blade, shown in 

Figure 25, at a speed of 30 rpm, resulted in the least vector and 

temperature distribution. The temperature was distributed 

least from the center of the tank to the tank's edges compared 

to other blade types and speeds. 

However, the vector distribution of the mixture in the 

analysis at the Y-axis of 0 mm, where the temperature was 

highest, was found to be most evenly distributed throughout 

the mixing tank. This is because there is less resistance during 

mixing, as there is no shear force between the material and the 

walls of the tank or between the ribbon blade and the tank wall. 

This is consistent with reports that ribbon agitators perform 

better than pitched blade and straight blade agitators. In the Y-

axis plane of 90 mm, for all three types of blades, there was a 

consistent and close distribution of vector movement. The 

point at which the vector rotates the mixing tank occurred 

minimally and similarly. This is because the blades work to 

their full capacity, allowing the liquid to flow smoothly. 

 

4.4 Temperature distribution results 

 

The results from the analysis using the model as shown in 

Figures 19-27 can help predict the outcomes when used in 

actual operations. The temperature distribution results for 

different blade types show that the ribbon blade requires the 

least time to evenly distribute the temperature throughout the 

mixing tank. The analysis results indicate that in actual use, 

the ribbon blade requires the least time for mixing, leading to 

cost savings in terms of electrical energy and certain 

substances used for agitation. Prolonged agitation can lead to 

degradation or evaporation, resulting in inaccurate proportions. 

Some blade types cannot achieve uniform heat distribution 

within the stirrer, directly affecting the quality of the final 

product. In reality, prolonged use would lead to more energy 

and time consumption [109]. 

 

4.5 Change of temperature 
 

It shows the temperature change of the impellers in each 

type by displaying the temperature change behavior of the 

mixture at different speeds, as shown in Figures 28-30. 

Changes in temperature distribution at each level of the 

reference line (Line 2-3-4) are used to check and average the 

results that occur within the agitator tank, as shown in Figures 

28-30. According to the analysis of the agitator tank 

simulation and the three types of impellers, it was found that 

the helical ribbon impeller had a speed of 30 rpm for 90 

seconds. In Figure 31, the temperature distribution at each 

level of the reference line inside the agitator tank averaged 

over each distance from the inner tank’s center to the outer 

tank’s edge, is the highest compared to other impellers. There 

is a minimal difference in the average temperature change in 

each distance from the center of the inner tank to the outer 

tank’s edge compared to other impeller types. From the results 

of the helical ribbon impeller mentioned above, it can be 

discussed that the heat can be distributed most evenly 

throughout the agitator tank from the outside to the core. 

Correlation with Figure 27. At 30 rpm, the temperature in the 

center of the mixing tank is higher, differing from the 

surrounding areas, and is consistent with various studies on 

different impeller blade designs. It was found that the radial 

blade impeller used in this study provides the widest area for 

mass transfer, and due to the smallest dead zone size, it may 

reduce mixing time [106, 111], thus resulting in lower energy 

consumption, making it the most suitable option [84]. 
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Figure 25. Vector and Temperature showing the movement of the mixture using a perforated impeller for 90 seconds 

 

 
 

Figure 26. Vector and Temperature showing the movement of the mixture using a 3-blade on the top and bottom of the impeller 

for 90 seconds 
 

 

 

Figure 27. Vector and temperature showing the movement of the mixture using the Helical ribbon impeller for 90 seconds 

 

 

 

Figure 28. The change in temperature of the perforated impeller at 90 seconds at each level of the reference line at various 

agitation speeds 
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Figure 29. The change in temperature of a 3-blade on the top and bottom of the impeller at 90 seconds at each level of the 

reference line at various agitation speeds 
 

 

 

Figure 30. The change in temperature of the Helical ribbon impeller at 90 seconds at each level of the reference line at various 

agitation speeds 

 

 
 

Figure 31. Average temperature from 40 observation points 

distributed across the model domain 

4.6 Average temperature change at all 40 points inside the 

agitator tank 

 

The temperature change behavior of the fluid properties 

simulation inside the agitator tank is averaged at 40 points 

distributed throughout the model domain at 90 seconds.  

Analytical tests used the simulation of agitator tanks and 

impellers to observe the mixing of the average temperatures 

from zones A, B, and C of the three types of impellers at 90 

seconds. Figure 31 shows that the helical ribbon impeller at a 

speed of 10 rpm has the highest average temperature at every 

point inside the agitator tank compared to other types of 

impellers, equal to 53.69℃. It shows that this type of impeller 

has the highest agitation efficiency. It is consistent with the 

comparison of viscosity characteristics of a mechanical 

agitator. It can provide the effect of homogeneous mixing for 

very high-viscosity liquids. Flow analysis shows that a double 

ribbon is the most effective [112]. The helical ribbon impeller 

is at a speed of 30 rpm, which is the same speed as other types 

of impellers. However, this impeller can achieve the best 

temperature distribution throughout the agitator tank and is 
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better than the other impellers that use the same speed. It will 

also help reduce the electrical energy used and the time in the 

agitation process. This is consistent with the results of the 

study, which stated that agitation time and energy 

consumption are important parameters in evaluating the 

economic performance of the agitator tank because these 

parameters depend on the tank layout and directly influence 

both the operating cost and product quality [109]. 

 

 

5. CONCLUSIONS 

 

This article concerns the mixing of high-viscosity fluids 

using close-clearance impellers in a cylindrical tank. This 

study was carried out through a numerical model of three 

different types of impellers and speeds of 10, 20, and 30 rpm, 

respectively. The study involved the distribution of shades 

within the agitator tank, the movement of vectors, the 

temperature of each distance from the tank’s center to the 

tank’s edge, and the average temperature inside the tank. 

Using the helical ribbon impeller at a speed of 30 rpm for 90 

seconds showed that the shade of heat generated in the agitator 

tank can be distributed throughout the tank best compared to 

other impellers and speeds. According to the helical ribbon 

impeller, at a speed of 30 rpm at a time of 90 seconds, it found 

that this type of impeller caused the mixture in the agitator tank 

to have the most even distribution of vectors and the least 

amount of vector rotation in the tank when compared to other 

types of impellers. Regarding the helical ribbon impeller at a 

speed of 30 rpm at a time of 90 seconds, the temperature 

distribution at each level of the reference line inside the 

agitator tank, which is averaged over the distance from the 

center of the inner tank to the edge of the outer tank, is the 

highest compared to other types of impellers. There is a 

minimal difference in the average temperature change in each 

distance from the center of the inner tank to the outer tank’s 

edge compared to other impeller types. The helical ribbon 

impeller at a speed of 10 rpm has the highest average 

temperature at all points inside the agitator tank compared to 

other impellers, equal to 53.69℃, showing that this type of 

agitator has the highest agitation efficiency. Furthermore, the 

ribbon impeller used in this study provides the widest area for 

mass transfer and, due to the smallest dead zone size, may 

result in reduced mixing time and, consequently, lower energy 

consumption.  

Therefore, based on the overall results of this research, it is 

found that the ribbon blade provides the best outcomes in 

terms of temperature distribution, mixing time, mixing speed, 

energy consumption, and overall mixing quality. However, it 

is important to note that these findings are based on analysis 

from a model. In practical applications, whether in household 

or industrial settings, it is necessary to control all factors as 

modeled. Otherwise, there may be deviations in the results. 

Similarly, scaling up could lead to different outcomes due to 

changes in various factors. Nonetheless, the researchers hope 

that there will be interest in furthering the use of the simulation 

results presented in this article for real-world applications or 

future testing. Comparing these results with actual 

experiments and further statistical analysis would help in 

making more accurate decisions regarding the selection of 

blade types and increase confidence in the results. Ultimately, 

this would greatly benefit the mixing process in the future. 
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