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Nonlinear differential equations often arise in many real-world problems. The 

complexity of solving nonlinear systems arises from the strong interdependence 

between the variables of the system and the boundary conditions. An immobilized 

glucose isomerase-based mathematical model for the enzymatic isomerization process 

that converts glucose to fructose is presented. The model's kinetic mechanism is stated 

using the nonlinear reaction-diffusion equation for MichalisMenten kinetics. The 

general approximate analytical formulas for the glucose molar concentration and flux 

inside packed-bed reactors are determined by solving the nonlinear equation using 

Akbari-Ganji's method. The effects of the kinetic parameters and pore-level Thiele 

modulus on concentration and flux were discussed. Estimating the kinetic parameters 

from current density is suggested. It has been shown that this method reduces processing 

time without affecting the quality of the solution. This method works well for many 

different types of nonlinear systems, making it useful in engineering and other fields of 

science. 
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1. INTRODUCTION

In biochemistry, a large class of enzymes known as 

isomerases is responsible for changing a molecule's isomer. 

Enzyme-based isomer formation is a widely used technique 

for transforming glucose to fructose. This procedure, which 

takes place in a packed-bed reactor containing microporous 

materials with various particle diameters, uses immobilized 

glucose isomerase. By employing enzymatic isomerization to 

produce glucose in economically viable quantities, Marshall 

and Kooi [1] developed glucose isomerase. 

One of the more effective methods is the isomeric formation 

of sugar to fructose by immobilized glucose isomerase. It is 

done in fixed-bed and fluidized-bed reactors, as well as 

continuous stirred-tank reactors, in addition to batch reactors. 

In the latter two scenarios, a significant surface area is 

provided for the reactions by the holes of the porous 

nanoparticles which immobilizes the enzymes. Packet-bed 

reactors are extensively employed because it is simple to 

assemble a packing of microporous particles. As a result, there 

has been a lot of focus on the difficulty of simulating the 

enzymatic conversion of glucose to fructose in packed-bed 

reactors. The models were constructed to forecast the 

effectiveness of packed-bed reactors in this process. 

The effects of heterogeneities on mass transport and 

reaction characteristics in porous media are quantitatively 

described by percolation theory [2-9]. Numerous people have 

modelled the deactivation of catalysts at only one porous 

particle using this methodology [10-16]. Dadvar and co-

workers presented a three-dimensional particle-level [17] and 

Monte-Carlo computer simulations [18] of the Pore network 

theory of this process in packed-bed reactors [19]. 

Margret Ponrani and Rajendran [20] applied the homotopy 

perturbation method to solve the glucose isomerase's non-

linear equation. However, the concentration and current 

generated by this approach have a lengthy-expression. 

Ananthasamy et al. [21] provided theoretical result for 

concentration and flux at a planar microelectrode using a new 

homotopy approach. However, the error differences between 

the analytical and numerical solutions in this method increase 

for large parameter values. Using an analytical approach based 

on wavelets, Selvi and Hariharan [22] determined the steady-

state concentration. The drawbacks of this approach are the 

implementation difficulty and the wavelet's dependence on 

boundary conditions. 

At present, there are no simple theoretical results available 

for the steady-state glucose concentration and current for all 

values of the variables such as 𝐶𝑧0, 𝐶𝑧1 , Φ𝑝  and 𝛽 . This

manuscript aims to apply Akbari-Ganji's (AGM) approach to 

establish an analytical formula for the steady-state current and 

substrate concentration. Our theoretical expression of current 

predicts the kinetics parameters in packed-bed reactors, which 

are used to improve operational control and reactor design 

flexibility. AGM's main advantage is obtaining a solution by 

simple basic computations. These approaches are effective for 

both weak and strong nonlinear systems. 
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2. THEORY 

 

The reaction kinetics of the glucose enzyme are expressed 

as follows [17]: 

 

𝐺 + 𝐸 ⇋𝑘−1

𝑘1 𝑋 ⇋𝑘−2

𝑘2 𝐹 + 𝐸 (1) 

 

where, G, E, and F are the glucose, fructose, and enzyme, 

respectively, and X denotes the intermediate complex that is 

produced. 𝑘1, 𝑘2 and  𝑘−1, 𝑘−2  are kinetic rate constants. 

Assuming the existence of a pseudo-steady state, one must 
 

𝑑 𝑋

𝑑 𝑡
=  𝑘1𝐸 𝐺 − (𝑘−1 + 𝑘2)𝑋 + 𝑘−2 𝐸𝐹 ≃ 0 (2) 

 

The following variables are introduced: 
 

𝑅 =
𝑣𝑚  𝐺̅

𝐾𝑚 + 𝐺̅
, 

𝑣𝑚 =
𝐾𝑚𝑟𝑣𝑚𝑟(1 + 𝐾−1)

𝐾𝑚𝑟 − 𝐾𝑚𝑓

, 

𝐾𝑚 =
𝐾𝑚𝑓 𝐾𝑚𝑟[1 + (𝐾𝑚𝑓

−1 + 𝐾𝐾𝑚𝑓
−1)𝐺0(1 + 𝐾)−1]

𝐾𝑚𝑟−𝐾𝑚𝑓

 

(3) 

 

The mass balance equation is written as [17]: 

 

𝐷𝑝(𝜆)
𝑑2𝐺

𝑑 𝑧2
−

2

𝑟𝑎
𝑅 = 0 (4) 

 

where, 𝜆 =
𝑅𝑀

𝑟
=

𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑟𝑎𝑑𝑖𝑢𝑠

𝑝𝑜𝑟𝑒 𝑟𝑎𝑑𝑖𝑢𝑠
. The other parameters have 

the usual meaning [17]. Diffusion is the primary mass transfer 

process in the particle's pore region since the pores are usually 

tiny. We presume that steady-state conditions exist. Only 

changes in G in axial direction z are essential, as our main 

focus is on the macroscopic mass transfer process. At the 

network's nodes, we further assume no chemical processes or 

adsorption are occurring in place. Eq. (4) may be rewritten as 

follows: 
 

𝐷𝑝

𝑑2𝐺̅

𝑑 𝑧2
− 

2

𝑟𝑎

𝑉𝑚𝐺̅

(𝐾𝑚 + 𝐺)̅̅ ̅
= 0 (5) 

 

The following dimensionless variables are introduced, 
 

𝐶 =
𝐺̅

(𝐺0 − 𝐺𝑒)
, 𝑧 =

𝑥

𝑙
, 𝛽 =

𝐶0
̅̅ ̅

𝐾𝑚

, Φ𝑝
2 =

2 𝑙2𝑉𝑚
′

𝑟 𝐷𝑝𝐾𝑚

, 𝑉𝑚
′

=
𝑉𝑚
𝑎

 

(6) 

 

where, Φ𝑝 represents the pore-level Thiele modulus, 𝑙 denotes 

the pore length. Eq. (6) is reduced to the dimensionless form 

as follows: 

 

𝑑2𝐶(𝑧)

𝑑 𝑧2
− Φ𝑝

2
𝐶(𝑧)

1 + 𝛽𝐶(𝑧)
= 0 (7) 

 

The Thiele modulus Φ𝑝
2  is invented to characterise the 

relation between diffusion and reaction rates without mass 

transfer constraints. This measurement is commonly applied 

to determine the efficacy factor of pellets. Smaller values of 

the Φ𝑝
2  represent slow reactions with fast diffusion. Large 

values indicate rapid reactions with slower diffusion. The 

value Φ𝑝
2  is related to pore length, pore radius, maximum 

reaction rate, diffusion coefficient and Michaelin-Menten 

constant. 𝛽 is the saturation parameter. Since it reflects the 

ratio of substrate concentration and the Michaelin-Menten 

constant, this parameter quantifies the level of saturation or 

unsaturation of the catalytic processes. The dimensionless 

boundary conditions are: 

 

𝐶(𝑧 = 0) = 𝐶𝑧0 (8) 

 

𝐶(𝑧 = 1) = 𝐶𝑧1 (9) 

 

Then, the dimensionless current can be calculated using: 

 

𝐽𝑖𝑗 = (
𝑑 𝑐

𝑑 𝑧
)

𝑧=1
 (10) 

 

 

3. RESULTS 

 

Asymptotic methods for solving many nonlinear equations 

in the mathematical sciences include variation iteration [23, 

24], Padé approximation [25, 26], Akbari-Ganji's [27-30], 

homotopy perturbation [31, 32], new homotopy perturbation 

[33, 34], Adomian decomposition [35], and Taylor series [36, 

37] methods. Taylor's series and the Akbari-Ganij method are 

the simplest techniques when the domain of the problem is 

finite. However, the Rajendran-Joy method [38, 39] may be 

applied in finite and semi-infinite regions. 

Compared to other approaches, AGM yields adequate 

precision and accuracy and is fairly near the exact solution of 

the equation. This approach states that our trial function for the 

required solution comprises three constants that have been 

determined by a series of simple algebraic computations [40]. 

On the other hand, the other approaches have complicated 

procedures to arrive the result. Applying this technique, we 

derive the following analytical equation for substrate 

concentration (Appendix A): 

 

𝐶(𝑧) =  𝐶𝑧0 + (𝐶𝑧1 − 𝐶𝑧0)𝑧 +
Φ𝑝

2 𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
(𝑧2 − 𝑧) (11) 

 

Now, from Eq. (11), the normalized current is given by: 

 

𝐽𝑖𝑗 =  𝐶𝑧1 − 𝐶𝑧0 +
Φ𝑝

2 𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
 (12) 

 

3.1 Previous analytical results 

 

The new homotopy perturbation method (NHPM) was 

employed by Ananthaswamy et al. [21] to solve the Eq. (7). 

They determined the normalised substrate concentration as 

follows: 

 

𝐶(𝑧) =

𝐶𝑧0 𝑠𝑖𝑛ℎ (
Φ𝑝(1 − 𝑧)

√1 + 𝛽𝐶𝑧0

) + 𝐶𝑧1𝑠𝑖𝑛ℎ (
Φ𝑝𝑧

√1 + 𝛽𝐶𝑧0

)

𝑠𝑖𝑛ℎ (
Φ𝑝

√1 + 𝛽𝐶𝑧0

)

 (13) 

 

The normalized current is given by: 
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𝐽𝑖𝑗 =
𝛷𝑝

√1 + 𝛽 𝐶𝑧0

[
 
 
 
 𝐶𝑧1 𝑐𝑜𝑠ℎ (

𝛷𝑝

√1 + 𝛽 𝐶𝑧0

) − 𝐶𝑧0

𝑠𝑖𝑛ℎ(
𝛷𝑝

√1 + 𝛽 𝐶𝑧0

)
]
 
 
 
 

 (14) 

 

 

4. NUMERICAL SIMULATION 
 

The numerical data verify our new analytical results. We 

have solved the initial boundary value problems numerically 

using SCILAB/ MATLAB software's function pdex1. For 

different values of the 𝛽 and Φ𝑝, our analytical findings were 

validated with simulation data and earlier analytical results 

(NHPM) in Tables 1 to 3. Our new AGM-based analytical 

methods have a maximum average error of 15% with 

simulation results. 

 

Table 1. A comparison of the concentration of substrate C(z) for different variables Φ𝑝 using numerical and analytical methods 

when 𝛽 = 1, 𝐶𝑧0 = 𝐶𝑧1 = 2 

 

𝒛 𝚽𝒑 = 𝟏 𝚽𝒑 = 𝟏.𝟓 𝚽𝒑 = 𝟐 

 Num. 

Concentration Error (%) 

Num. 

Concentration Error (%) 

Num. 

Concentration Error (%) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

0 2.0000 2.0000 2.0000 0.0000 0.0000 2.0000 2.0000 2.0000 0.0000 0.0000 2.0000 2.0000 2.0000 0.0000 0.0000 

0.2 1.9470 1.9460 1.9480 0.0510 0.0514 1.8820 1.8790 1.8870 0.1594 0.2657 1.7950 1.7850 1.8100 0.5571 0.8356 

0.4 1.9210 1.9200 1.9220 0.0521 0.0521 1.8240 1.8190 1.8320 0.2741 0.4386 1.6940 1.6790 1.7180 0.8855 1.4168 

0.6 1.9210 1.9200 1.9230 0.0521 0.0542 1.8260 1.8210 1.8340 0.2738 0.4381 1.6970 1.6820 1.7200 0.8839 1.3553 

0.8 1.9490 1.9480 1.9500 0.0513 0.0513 1.8870 1.8840 1.8910 0.1590 0.2120 1.8020 1.7930 1.8170 0.4994 0.8324 

1 2.0000 2.0000 2.0000 0.0000 0.0000 2.0000 2.0000 2.0000 0.0000 0.0000 2.0000 2.0000 2.0000 0.0000 0.0000 

 Average error (%) 0.0348 0.0349 Average error (%) 0.1444  0.2257 Average error (%) 0.4710 0.7400 

 

Table 2. A comparison of the concentration of substrate C(z) for different variables Φ𝑝 using numerical and analytical methods 

when 𝛽 = 5, 𝐶𝑧0 = 3, 𝐶𝑧1 = 4 

 

𝒛 𝚽𝒑 = 𝟏 𝚽𝒑 = 𝟑 𝚽𝒑 = 𝟗 

 Num. 

Concentration Error (%) 

Num. 

Concentration Error (%) 

Num. 

Concentration Error (%) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

0 3.0000 3.0000 3.0000 0.0000 0.0000 3.0000 3.0000 3.0000 0.0000 0.0000 3.0000 3.0000 3.0000 0.0000 0.0000 

0.2 3.1870 3.1870 3.1850 0.0000 0.0627 3.0650 3.0640 3.0560 0.0326 0.2936 2.0190 1.9580 2.2740 3.0213 1.2630 

0.4 3.3810 3.3810 3.3780 0.0000 0.0887 3.2000 3.1980 3.1820 0.0625 0.5625 1.6400 1.5470 2.0250 5.6707 23.476 

0.6 3.5830 3.5830 3.5800 0.0000 0.0837 3.4030 3.4010 3.3820 0.0588 0.0587 1.8520 1.7640 2.2020 4.7516 18.898 

0.8 3.7930 3.7930 3.7910 0.0000 0.0527 3.6760 3.6750 3.6590 0.0272 0.0272 2.6620 2.6120 2.8420 1.8783 6.7618 

1 4.0000 4.0000 4.0000 0.0000 0.0000 4.0000 4.0000 4.0000 0.0000 0.0000 4.0000 4.0000 4.0000 0.0000 0.0000 

 Average error (%) 0.0000  0.0480 Average error (%) 0.0257 0.1570 Average error (%) 2.5536 8.3998 

 

Table 3. A comparison of the concentration of substrate C(z) for different variables Φ𝑝 using numerical and analytical methods 

when 𝛽 = 10, 𝐶𝑧0 = 5, 𝐶𝑧1 = 5 

 

𝒛 𝚽𝒑 = 𝟓 𝚽𝒑 = 𝟏𝟎 𝚽𝒑 = 𝟏𝟓 

 Num. 

Concentration Error (%) 

Num. 

Concentration Error (%) 

Num. 

Concentration Error (%) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

This Work 

AGM 

Eq. (11) 

NHPM 

[21] 

Eq. (13) 

0 5.0000 5.0000 5.0000 0.0000 0.0000 5.0000 5.0000 5.0000 0.0000 0.0000 5.0000 5.0000 5.0000 0.0000 0.0000 

0.2 4.8030 4.8020 4.8110 0.0208 0.1667 4.2130 4.2100 4.3350 0.0712 2.8958 3.2490 3.2220 3.7480 0.8310 15.359 

0.4 4.7050 4.7050 4.7190 0.0000 0.2997 3.8260 3.8200 4.0190 0.1568 5.0444 2.3890 2.3440 3.1810 1.8836 33.152 

0.6 4.7080 4.7070 4.7220 0.0212 0.2974 3.8360 3.8300 4.0270 0.1564 4.9791 2.4110 2.3670 3.1950 1.8250 32.518 

0.8 4.8100 4.8100 4.8180 0.0000 0.1663 4.2430 4.2400 4.3600 0.0707 2.7575 3.3150 3.2890 3.7930 0.7843 14.420 

1 5.0000 5.0000 5.0000 0.0000 0.0000 5.0000 5.0000 5.0000 0.0000 0.0000 5.0000 5.0000 5.0000 0.0000 0.0000 

 Average error (%) 0.0070 0.1550 Average error (%) 0.0758 2.6128 Average error (%) 0.8873 15.918 

 

 

5. EFFECTS OF THE PARAMETERS 

 

The simple approximate analytical result of substrate 

concentration is represented by Eq. (11) for all parameter 

values. The new primary analytical flux expression is found in 

Eq. (12). The values of the parameters 𝐶𝑧0, 𝐶𝑧1 ,Φ𝑝  and 𝛽 

determine the substrate concentration. The ratio of the square 

of pore length to pore radius (
𝑙2

𝑟
) influences the Thiele 

modulus. This value shows the significance of diffusion and 

reaction in the deposited surface. Also from the Eq. (11), the 

concentration of glucose is minimum when 

 

𝑧 =  
−𝐶1

2𝐶2
=

(1 + 𝛽𝐶𝑧1)

Φ𝑝
2  𝐶𝑧1

[𝐶𝑧0 +
Φ𝑝

2  𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
− 𝐶𝑧1] (15) 
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The minimum value is 

 

𝐶(𝑧)𝑚𝑖𝑛 = 𝐶𝑧0 −
𝐶1

2

4𝐶2
 

= 𝐶𝑧0 −
(1 + 𝛽𝐶𝑧1)

2Φ𝑝
2  𝐶𝑧1

[𝐶𝑧1 − 𝐶𝑧0 −
𝛷𝑝

2 𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
]

2

 

(16) 

 

When 𝐶𝑧1 = 𝐶𝑧0, the concentration of glucose is minimum 

at z=0.5 and have the minimum value: 
 

𝐶(𝑧)𝑚𝑖𝑛 = 𝐶𝑧0 −
𝛷𝑝

2 𝐶𝑧0

8(1 + 𝛽𝐶𝑧0)
 (17) 

 

These results are also conformed in Figure 1. 
 

 

 

 

 
 

Figure 1. The impact of the parameters Φ𝑝,𝐶𝑧1 and 𝐶𝑧0 on 

concentration of glucose. Solid line: Numerical result; 

dashed-dotted line: Eq. (11) 
 

 

 
 

Figure 2. The impact of the kinetic parameter β on the 

glucose concentration. Solid line: Numerical result; dashed-

dotted line: Eq. (11) 
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Changes in pore length and pore radius can alter the 

parameter 𝛷𝑝.  This variable illustrates the significance of 

reaction and diffusion in the layer of enzymes. 

The concentration of glucose C is shown in Figures 1 and 2 

for different values of the parameter β and 𝛷𝑝. It is clear from 

the data that when z=1, the glucose concentration attains its 

maximum value of 1. Figure 1 illustrates the glucose 

concentration for a range of 𝛷𝑝 values. From the Figure, it is 

inferred that the concentration of glucose is decreases when 

pore-level Thiele modulus 𝛷𝑝  rises. Additionally, the 

concentration is constant when 𝛷𝑝 ≪ 0.01 for every value of 

the other parameters. But the maximum or minimum value of 

the concentration of glucose at z=1 is depending upon the 

value of 𝐶𝑧1 and 𝐶𝑧0 (Figure 2). 

The concentration of glucose for various values of the 

dimensionless kinetic parameter β is shown in Figure 2. A 

positive correlation can be observed in Figure 2 between the 

corresponding substrate concentration and the dimensionless 

kinetic parameter β. 

 

 

 
 

Figure 3. The influence of variables Φ𝑝 , 𝛽,  𝐶𝑧0, and 𝐶𝑧1 on 

the flux 𝐽𝑖𝑗 using Eq. (12) 

 

The dimensionless flux 𝐽𝑖𝑗  vs. the dimensionless kinetic 

parameter β is depicted in Figure 3 for a various of Thiele 

modulus values. As the parameters β and 𝛷𝑝 decrease, the flux 

value increases, as seen in this figure. 

6. SENSITIVITY ANALYSIS OF THE VARIABLES 

 

The sensitivity analysis ascertains the effect of every 

variable on the current. Their impact on the current can be 

identified by analysing the current slope about the appropriate 

parameters. The steady-state current's sensitivity analysis is 

shown in Figure 4. Regarding the parameters 𝐶𝑧0, 𝐶𝑧1,Φ𝑝 and 

𝛽  the percentage change in current is 42, 47, 10, and 1, 

respectively. From the figures, it is inferred that the current 

density appears to be more strongly influenced by the 

concentration at the boundaries (𝐶𝑧0 and 𝐶𝑧1 ), than by the 

Thiele modulus and rate constant. 

 

 
 

Figure 4. Analysing the parameters' sensitivity to current 

density when 𝐶𝑧1 = 0.5,Φ𝑝 = 0.6 and 𝛽 = 0.5 

 

 

7. ESTIMATION OF PARAMETERS 
 

The Eq. (12) can be written as follows: 

 
1

2(𝐽𝑖𝑗 − 𝐶𝑧1 + 𝐶𝑧0)
=

1

Φ𝑝
2 𝐶𝑧1

+
𝛽

Φ𝑝
2
 (18) 

 

The value of 𝐽𝑖𝑗  can be experimentally evaluated for 

different values of concentration 𝐶𝑧1.  Note that the given 

equation follows the general pattern of a straight line 

(y=mx+c). The plot of 
1

 2( 𝐽𝑖𝑗− 𝐶𝑧1+𝐶𝑧0)
 versus 

1

 𝐶𝑧1
 gives the 

slope 
1

Φ𝑝
2  

 and intercept 
𝛽

Φ𝑝
2 . From the slope and intercept, we 

can obtain the value of Theile modulus (Φ𝑝
2)  (which is 

directly related to the ratio of the square of pore length and 

pore radius (𝑙2/𝑟) and kinetic parameter (𝛽). Our analytical 

expression of current predicts the kinetics parameters in 

packed-bed reactors, which is used to optimise the operational 

control and reactor design flexibility. 

 

 

8. CONCLUSIONS 

 

The reaction and kinetics of immobilised glucose isomerase 

in packed bed reactors with the Michaelis-Menten scheme 

have been discussed. A closed-form equation for glucose 

concentration and flux in the packed-bed reactor at a planar 

microelectrode is obtained using Akbari-Ganji’s method. 

Additionally, the impact of different parameters on the flux is 
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studied. This theoretical technique can be readily extended to 

solve all nonlinear equations for diverse, complex boundary 

conditions in different kinetics schemes, including 

competitive and non-competitive inhibitors, Briggs Haldane 

and non-Michaelis-Menten kinetics. This approach may also 

solve nonlinear problems in biosensors and biofuel cells. 
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APPENDIX 

 

Approximate analytical solution nonlinear Eq. (7) using 

AGM method. 

We may assume that the initial solution of Eq. (7) is 

 

𝐶(𝑧) =  ∑𝐶𝑖  𝑧
𝑖 =

2

𝑖=0

𝐶0 + 𝐶1𝑧 + 𝐶2𝑧
2 (A1) 

 

where,  𝐶0, 𝐶1 and  𝐶2  are unknown constants. Applying the 

boundary conditions (8) and (9), we obtain: 

 

𝐶0 = 𝐶𝑧0, 𝐶1 + 𝐶2 = 𝐶𝑧1 − 𝐶𝑧0 (A2) 

 

Hence the Eq. (A1) becomes: 

 

𝐶(𝑧) = 𝐶𝑧0  + (𝐶𝑧1 − 𝐶𝑧0 − 𝐶2)𝑧 + 𝐶2𝑧
2 (A3) 

 

The only unknown constant, 𝐶2, may be determined using 

the AGM approach as follows: 

Now define the function 𝐻 by: 

 

𝐻(𝑧): 
𝑑2𝐶(𝑧)

𝑑 𝑧2
− 

Φ𝑝
2 𝐶(𝑧)

1 + 𝛽 𝐶(𝑧)
 0, (A4) 

 

Using the Eq. (A3), the Eq. (A4) becomes: 

 

𝐻(𝑧): 2𝐶2 − 
Φ𝑝

2 𝐶(𝑧)

1 + 𝛽 𝐶(𝑧)
= 0 (A5) 

 

At z=1, the previous equation yields: 

 

𝐻(𝑧 = 1): 2 𝐶2 − 
Φ𝑝

2  𝐶𝑧1

1 + 𝛽 𝐶𝑧1

= 0 (A6) 

 

Consequently, the constants 𝐶1 and 𝐶2 becomes: 

 

𝐶2 = 
Φ𝑝

2  𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
,  𝐶1 = 𝐶𝑧1 − 𝐶𝑧0 −

Φ𝑝
2 𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
 (A7) 

 

Now the Eq. (A3) becomes: 

 

𝐶(𝑧) =  𝐶𝑧0 + (𝐶𝑧1 − 𝐶𝑧0)𝑧

+
Φ𝑝

2  𝐶𝑧1

2(1 + 𝛽𝐶𝑧1)
(𝑧2 − 𝑧) 

(A8) 

 

Eq. (A8) provides a closed-form expression of glucose 

concentration C(z). 
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