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The purpose of this research is to investigate the use of information visualisation in deep 
learning and big data analytics. First, we present a notion that is crucial to the production of 
visualisations: visualisation repositioning. We can relocate visualisations and extract data 
from static photos using a pattern recognition-based approach, which frees up more time for 
artists to create and lessens the workload of designers. Next, we present VisCode, an 
application that may be used to encode unprocessed data into static images for superior 
visualisation repositioning. VisCode offers two sorts of repositioning: thematic (which 
applies several colour themes for the user to select) and representational (which encodes raw 
data and visualisation types into static visualisation graphics in JSON format). In order to 
demonstrate VisCode's potential utility and usefulness in the information visualisation 
space, we conclude with a sample application that involves moving a colour density map 
visualisation. 
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1. INTRODUCTION

The rapid increase in data volume and the explosion of
information have become commonplace in the current digital 
era. Technological advancements provide us access to vast 
amounts of data from multiple sources, many of which exhibit 
high-dimensional characteristics such as image data [1]. 
However, visualizing and understanding high-dimensional 
data is challenging. It is often difficult to reveal the inherent 
structure and qualities of such data using traditional 2D and 
3D visualization techniques [2]. Therefore, developing 
visualization methods for high-dimensional data has become 
crucial. Over the past decade, two-dimensional (2D) 
visualization techniques have been the primary method for 
effectively representing data [3]. While these techniques have 
proven useful in various cases, researchers and analysts 
continue to seek new ways to overcome the limitations 
associated with two-dimensional visualization, such as 
redundancy in data point interpretation, ambiguous patterns, 
and limited representation range [4]. 

When dealing with high-dimensional data, machine 
learning techniques are essential. These techniques allow us to 
create lower-dimensional representations that can visualize 
potential correlations between data, thus enhancing our 
understanding of the data [5]. Humans are naturally adapted to 
a three-dimensional environment, where daily movements, 
interactions, and experiences are intuitive. Therefore, it is 
questionable why we should limit our understanding of the 
complexity of high-dimensional data within the constraints of 

a 2D paradigm. The current technological constraints force us 
to adapt to a 2D perspective [6]. 

By utilising the ability of human vision to detect patterns, 
trends, and anomalies, data visualisation seeks to facilitate the 
understanding of data meaning [7]. To aid comprehend, recall, 
and judge circumstances, sensory reasoning can simply be 
used in place of cognitive reasoning using well-structured 
visual representations. People of all skill levels can benefit 
from visual representations of data that increase its 
accessibility and interest in order to investigate and evaluate 
the phenomena it expresses [8]. The primary goal of data 
visualisation is to effectively communicate the meaning of 
data through the use of visually appealing representations that 
are appropriate for the data's properties. 

A primary objective of data visualisation is to enhance 
individuals' consciousness and understanding of data [9]. 
When it comes to sharing visualisation information over the 
Internet, images are a more practical and extensively 
processed medium than sending massive amounts of raw data 
directly. However, once the original detailed information 
(such as data points, axes text, and colours) is converted into 
pixel values, it becomes challenging to reconstruct the original 
information from the created images [10]. We attempt to 
minimally disrupt the carrier visual design in order to encode 
additional information in order to tackle this challenge. 

In this research, VisCode is presented, a framework that 
utilizes encoder-decoder networks to embed and extract 
hidden information in visualized images. The challenges 
related to the visualization of high-dimensional, large-scale 
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data are explored, alongside various approaches to its 
visualization. A two-dimensional space with a few key 
variables can be used to represent high-dimensional data. 
Projection tracing can be utilized to identify intriguing low-
dimensional perspectives, or more variables can be visualized 
in graphs with different aesthetic qualities. Techniques such as 
dithering and alpha blending are discussed for resolving the 
overlapping point problem in large-scale data. The 
visualization of interactive Web applications using R tools 
such as tabplot, scagnostics, and other packages is also 
covered. 

The paper concludes by summarizing the key points of the 
work and discussing the likely future direction of machine 
learning-based approaches to high-dimensional data 
visualization. It is hoped that this paper will provide readers 
with a deeper understanding of the concepts and applications 
of high-dimensional data visualization techniques, enabling 
more creative and adaptable applications to real-world 
problems. 

2. RELATED WORK

The field of data visualisation research is still expanding.
Researchers are using developing technology and cognitive 
theories to better understand data as the world gets bigger. We 
are dedicated to figuring out how to accomplish this, 
particularly in light of the intricacy of high-dimensional and 
time-series data. 

The concept of high-dimensional space is hard for humans 
to grasp. Diverse visualisation techniques have surfaced in 
recent years to tackle this issue. Dimensionality reduction is a 
key method in the study and visualisation of high-dimensional 
datasets. Modern nonlinear techniques like t-SNE and Umap 
are a step away from the original linear algorithms like 
Principal Component Analysis (PCA) and Multi-Dimensional 
Scaling (MDS) [11-15]. Finding the ideal dimensionality 
reduction settings is a challenging task, though. Incorrect 
distance computations, deceptive shapes, or exaggerated 
results can come from selecting the wrong parameters. 
Furthermore, dimensionality reduction may result in 
information loss and the inability to preserve all of the original 
dataset's properties [16-18]. 

Therefore, a variety of visualisation strategies are needed 
for analysing high-dimensional datasets. Unitary (also known 
as atomic) visualisation techniques are frequently used in this 
context; they employ distinct visual markers to represent each 
data item [19]. Aggregate visualisation methods, on the other 
hand, merge several data elements into a single visualisation 
aggregate. The capacity to display both general trends and 
specific anomalies is a benefit of unit visualisation [20]. Units 
also allow you to work directly with each data item, for 
example, by utilising tooltips to get more specific information. 
Kiviat charts, scatter plot matrices, pixel bar charts, and 
parallel coordinates are common techniques for unit 
visualisation. 

Glyphs are now being utilised in DR graphs to highlight 
significant dataset dimensions. Our objective is to give data 
scientists and domain specialists an easily accessible 
integrated picture of the data. We chose to add glyphs to the 
DR plot in order to improve it for this reason. Each data record 
is represented as a glyph in a glyph-based visualisation, which 
is a tiny, independent visualisation object. The graphical 
characteristics of the glyph, such as size, shape, colour, and 
orientation, can be mapped to the dimensions of the data [21]. 
Subsets of dimensions can produce easily recognisable 
composite visual elements, and patterns combining more than 
three dimensions are easier to discern than other techniques. 

3. VISCODE MODEL

Improving people's comprehension and perception of data
is the main objective of data visualisation. Images are a more 
common and convenient way to share visualisation 
information than directly transmitting vast volumes of raw 
data [22]. It gets more challenging to extract the original data 
from the created images, such as data points, coordinate axis 
text, and colours, once the raw data has been converted into 
pixel values. By reducing interference, we try to incorporate 
more information into the visualisation design in order to 
overcome this difficulty [23]. 

Our suggested VisCode technology embeds and recovers 
hidden information from visual images using an encoder-
decoder network. Figure 1 shows the three primary 
components that make up the VisCode model's structure: 

Graphical Chart

Information

Input (a)

Visual ImportanceNetwork (b)

Encoder Network (c)

Graphical Chart

Encoded Image (d)

DecoderNetwor (f)

Transmission (e)

Decoded Information (g)

Information

Output

Figure 1. Key components of the VisCode system 
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In Figure 1, in order to make it easier to identify prominent 
elements for visualisation, the visual significance network (b) 
first analyses the input graphical chart (a) and creates a visual 
importance map. Subsequently, the encoder network (c) 
incorporates encrypted data into the graphical diagram (a). The 
carrier graph image and the QR code image are incorporated 
into vectors through the feature extraction technique. These 
two vectors are then supplied into the automatic encoding 
stage after being joined (shown in the illustration as yellow 
rectangles). The user (e) receives the encoded image (d), 
which they can then digitally transmit to other people. If the 
user wants to view certain data that is concealed within the 
chart, they can upload the encoded image to the decoder 
network (f). The user obtains the decoded information (g) 
following data recovery and error correction. 

The preparation phase, which consists of a text 
transformation model and a visual importance network, 
involves the visual importance network. We use a network to 
describe the visual importance of the input data graph since the 
semantic properties of data visualisation differ from those of 
natural images. The encoder network will be constrained by 
the importance maps that are produced. We transform the pure 
information into a series of QR codes rather than binary data 
in order to address the error correction issue. 

4. HIGH-DIMENSIONAL DATA VISUALIZATION

4.1 Aesthetic qualities or visual performance attributes 

The constraint of visualising data is that it can only be 
represented in two dimensions. In statistics, a scatterplot is 
typically used to visualise two variables of continuous data; 
for three or more continuous variables, a scatterplot matrix 
may be utilised. More variables can be analysed together than 
with a scatterplot when using a scatterplot matrix, which is a 
scatterplot that pairs two variables and shows them as a matrix 
[24]. But as the number of variables rises, so does the size of 
the scatterplot matrix and the number of scatterplots that need 
to be looked at, which makes the whole more difficult to 
comprehend. Data visualisation gets more challenging as data 
complexity rises. Numerous approaches have been put out to 
solve this issue. First of all, it's a technique for including 
multiple variables into a single scatterplot by utilising visually 
striking characteristics like colour, size, and shape. Four 
variables are represented in a single scatterplot, for instance, if 
two continuous variables are shown in a scatterplot with one 
categorical variable displayed in a different colour for each 
category and another categorical variable displayed in a 
different shape for each category. 

This scatterplot was used to conduct a high-dimensional, 
large-scale data visualisation study on the gender of the 
personnel, as seen in Figure 2. The size of the dots on the graph, 
as well as their colour, provide information about the number 
of individuals in the group (size). This allows for the 
expression of more information when all five variables are 
shown simultaneously in a single scatter plot. However, there 
is a feature that makes the information that the picture can 
convey evident, even though it expresses a lot of information 
in a single picture and is drawn in a sophisticated way. 

To make the information easier to interpret, Figure 3 uses 
facets to divide the identical data as Figure 2 into four scatter 

plots. Rather than graphing all the data on one graph, the 
multifarious technique divides the data into categories of 
categorical variables. The multidimensional approach, in 
contrast to Figure 2, is helpful when there is a lot of overlap 
between data sets. 

The ggplot2 package, which comes with R, is used in Figure 
2 and Figure 3. Graph grammars [25], the theory of which was 
established by Wilkinson in 2006, are transformed by ggplot2 
into a hierarchical syntax for graphs that is readily used in R. 
This one will assist you. A graph grammar is a collection of 
succinct definitions of graph elements organised as a grammar 
that covers everything from data to graph plotting. It includes 
statistical computation, which is broken down into seven 
phases: statistical, geometric, coordinate, and aesthetic. 
Variable selection, data transformation, algebra, scaling, and 
standard adjustment are all included in the grammar. This 
makes it easier to communicate information gleaned from the 
graph's data or conclusions. 

Figure 2. Scatterplots of different shapes, colors and sizes 

Figure 3. Scatterplot
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5. MASSIVE DATA VISUALIZATION

Group A's (1,000 random numbers from uniform (0,1) and
Group B's (800 random numbers from uniform (0,1) and 200 
random numbers from N (0.7, 0.052) plots are shown in Figure 
4. 

Data overlap is the main issue when it comes to visualising 
vast volumes of data. Group A and Group B's distributions are 
shown in Figure 4. Group B is made up of 800 random 
numbers created from a normal distribution with a uniform 
distribution between 0 and 1, a mean of 0.7, and a standard 
deviation of 0.05. Group A is made up of 1000 random 
numbers generated from a uniform distribution between 0 and 
1. Group B's distribution is a random number with a 0.05
standard deviation and a mean of 0.7. There are 200 arbitrary
numbers in it. Since most of the dots in the parallel dot plot
(Figure 4 (a)) overlap, it cannot be properly referred to as a dot
plot because it depicts 1000 dots between 0 and 1, one for each
observation in each group. The display of this data does not
show the difference in distribution between A and B as a line
between 0 and 1. Figure 4 (b) depicts a box-and-line plot that
is parallel to each group. The plot indicates that groups A and
B have distinct median and quartiles, but the minimum and

maximum values are the same. Though it is simple to use 
boxplots to evaluate the overall distribution, there are limits 
when attempting to obtain a thorough picture of the 
distributional properties of the actual data because boxplots 
are drawn using only five summary statistics. The jitter 
attribute is used to plot the points in Figure 4 (c); in Panel B, 
the points are dispersed between 0 and 1. Specifically, it is 
immediately evident that there are more points grouped around 
0.7. Dithering is a technique used to prevent overlapping 
points by adding minute mistakes, or noise, to each point's 
value. This can be used to determine the distribution of 
enormous data more precisely. 

5.1 Alpha hybrid 

A scatterplot by itself is unable to identify the distribution 
of the data when the quantity of data is very large, i.e., large-
scale data (see Figure 5 (a)). Consequently, scatterplots and 
alpha blending can be utilised together. In a scatterplot, alpha 
blending is employed to make points that overlap look 
translucent. There are more points visible the more transparent 
something is. 

(a)       (b)  (c) 

Figure 4. Comparison of distribution maps 

(a)    (b)        (c) 

Figure 5. Plots of group B (30,000 random numbers in N (0.7, 0.052) and group A (70,000 random numbers in uniform (0, 1) 
and 200 random numbers in N (0.7, 0.052) (100,000 random numbers in uniform (0, 1)) 
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Figure 6. The average maths, reading, and science test results for all nations in PISA 2012 
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Figure 7. Overall academic ability of 15-year-old students in each country 

The parts of the image that overlap more frequently appear 
darker, while the parts that overlap less frequently appear 
brighter, especially when the amount of data is quite vast, as 
in the instance of 100,000 bits of data. Using ggplot2's alpha 
option, one way to achieve this is by using alpha blending. 
Alpha has a value between 0 and 1, where 0 denotes total 
transparency and 1 denotes total opacity. The scenario with 
100,000 data volume per set is shown in Figure 5. The image 
is displayed using only the scatterplot in Figure 5 (a). Even in 
the case of using a scatterplot, there are enough observations 
in each group because all the points overlap, indicating that the 
distribution of the data cannot be recognized using only a 
scatterplot. Figure 5 (b) is a box-and-line plot that does not 
show much difference compared to the box-and-line plot in 
Figure 4 (b). Figure 5 (c) using alpha=0.01, the difference in 
distribution between groups A and B can be easily seen. Thus, 
by using alpha blending and scatter plots with different alpha 
values depending on the amount of data, you can plot images 
that make it easier to understand the distribution. 

5.2 Using summary statistics 

Box-and-line plots utilising summary statistics for each 
group are displayed in Figure 5. While they don't offer 
comprehensive details about the data distribution, they are 
helpful in analysing the distribution as a whole. One method 
for organising data for visualisation when there is a lot of it is 
to compute summary statistics, arrange the data by purpose, 

then graph the data in a clear and understandable way. We 
refer to this as infoviz, or information visualisation. Setting a 
clear purpose and defining summary statistics that are 
appropriate for the purpose are crucial steps towards achieving 
this goal. 

A graph titled "Figure 6" was created by removing and 
arranging solely the data that was pertinent to student 
performance from the PISA 2012 data. PISA 2012 is an 
international student assessment programme in which 65 
nations take part with the primary goal of determining each 
country's 15-year-old pupils' overall academic competency in 
mathematics. In addition to other student-related statistics, the 
data include test results in science, math, and reading. Figure 
6 compares gender disparities in science, math, and reading 
across national boundaries. The median scores in science, 
math, and reading for each gender and nation were determined 
and provided for this purpose. Boys do better in mathematics 
than girls do in most countries, although within each nation, 
there are not statistically significant variations between male 
and female arithmetic ability. In most countries, male and 
female students perform similarly when it comes to science 
achievement. Nonetheless, when it comes to reading 
achievement, female students outperform male students 
globally, with the gaps in scores between the sexes being 
larger than in other domains. Plotting statistics on relevant 
issues in a readily comparable fashion is a core method of 
information visualisation when dealing with such large-scale 
data. 
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6. THE R PACKAGE FOR BIG DATA 
VISUALIZATION  
 
6.1 Introduction to charts 

 
A R tool called tabplot is made for displaying vast volumes 

of data. Data can be categorised using tabplot according to 
particular variables, and the data can then be arranged for 
visualisation according to each category. Every row in the plot 
denotes a category, and every column a variable. The mean of 
each category is displayed as a bar chart for continuous data 
and as a stacked bar chart for categorical variables. 

Using nine variables from the PISA 2012 dataset, Figure 7 
displays a graph created with the tableplot function from the 
tabplot package (note that there is a separate R package called 
tableplot, but it is different from tabplot). PISA 2012 is an 
international assessment that covers 65 nations and aims to 
determine each country's 15-year-old students' overall 
academic competence, with a primary concentration on maths. 
Italy led in median maths scores, but China led in average 
maths scores. In terms of math achievement mean score 
rankings, South Korea came in last and Italy first. Math 
proficiency (MATH.SCORE), gender (GENDER), parental 
income (WEALTH), and availability to either public or private 
coaching are among the variables for each nation or region. 

While more boys tend to have the lowest maths results in 
China and Korea, boys outnumber girls in all four countries 
with the highest maths scores. In Peru, the percentage of 
female pupils rises as the grade level falls, whereas in Italy, 
male and female students are distributed equally throughout 
all grades with the exception of the upper grades. For instance, 
there is a strong positive link in Peru that is similarly present 
in other nations between family wealth and grades. This 
relationship is not as important in Korea as it is in the other 
nations. Each of the four nations has a different amount of time 
dedicated to learning at universities or with private tutors. 
Repetition is uncommon in China, where over 20% of lower 
school pupils repeat a grade, while it is common in Korea. For 
instance, compared to China, a far higher number of pupils in 
Italy and Peru repeat a grade, with over 50% of lower division 
students in Peru doing so. In the majority of other countries, 
math anxiety tends to rise as grade level falls; but, in Korea, 
math anxiety tends to fall again for the lowest grades. For 
instance, it can be observed that in Korea, the amount of time 
spent studying maths outside of class steadily declines from 
the top to the bottom. In Italy, it is evident that students spend 
more time studying maths outside of class the lower their 
grade, but in China, the distribution is similar for the majority 
of grades with the exception of the lower grades. This indicates 
that maths can be fully caught up in Italy with classroom 
instruction. With the exception of the top rankings, the most 
of the distributions in the case of Peru are comparable. This 
makes it simple to compare and analyse multidimensional data 
by charting and tabulating the different variables for every 
nation. 

 
6.2 Checking scatterplot features (scagnostics) 

 
Large numbers of variables make it more difficult to check 

the link between individual variables because the scatterplot 
matrix's size grows as the number of variables does. With the 
use of the R package scagnostics, one can ascertain from the 

scatterplot matrix the properties of each scatterplot (such as 
outliers, skewness, lumpiness, sparsity, striping, and 
convexity), as well as the extent and degree to which the data 
resembles a line. We compute the values of the nine features 
to see if they form a chord or a line, and if they are 
monotonically growing or decreasing (monotonic). The data 
can be arranged into nine variables and as many observations 
as there are distributions using these eigenvalues. 

The scatterplot matrix for each of the nine variables in the 
Korean PISA2012 data is displayed in Figure 8. Private rest 
time is shown in the figure by the scatterplot with a 
monotonically increasing/decreasing trend. GENDER * 
REPEAT is represented by the largest scatterplot with a 
linearity of 1, while REPEAT * MATH.OUTLESSON is 
represented by the smallest scatterplot. The scatterplots that 
exhibit a high degree of data clustering are often those that do 
not include the GENDER*REPEAT variable [26]. 

 

 
 

Figure 8. Distribution of Korea in PISA2012
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7. APPLICATIONS

7.1 Source code integration in visualisations 

Because of restrictions on servers and network access, 
dynamic web pages cannot be presented with the same 
flexibility as static graphics. As a result, one crucial way to 
visualise shared information is via presenting static graphics. 
However, compared to web-based visualisation apps, static 
picture presentation has certain drawbacks. To assist users in 
delving further into the data content, advanced information 
visualisation toolkits typically include a variety of interaction 
modes, including the ability to select a time period, data region, 
map level, and perform click-and-drag operations. A few 
instances of interactive information labelling with embedded 

source code are displayed in Figure 9. Second, Figure 9 (a) 
shows the initial scenario that interaction can reflect; as Figure 
9 (b) illustrates, information cannot be presented properly 
when the image resolution is low since static images are 
primarily kept in bitmap format. Third, as demonstrated in 
Figure 9 (c), the use of a three-dimensional format can help the 
viewer observe the pattern from various angles, which is not 
possible with static visualisation images. Fourth, as Figure 9 
(d) illustrates, animations are frequently employed in temporal
data visualisations to display data from various periods
expressed in time steps; Figure 9 (e) shows the predictive
performance of the function. A good example is the dynamic
map of the world's population and income created by Hans
Rosling.

Figure 9. Three examples of applications that incorporate source code into visualisations 

Figure 10. Repositioned colour density map visualization 

7.2 Visual repositioning (VR) 

For visualisations recorded in a format (like JSON), high-
quality visual retargeting can be accomplished without pattern 
recognition if raw data is encoded as static images using 

VisCode. We use both representation retargeting and topic 
retargeting in our implementation. First, we create a static 
visualisation image in JSON format by encoding the raw data 
and visualisation type. The data will be shown in the 
designated type of visualisation image upon decoding. As seen 
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in Figure 10, the user receives an encoded static image as input 
and an alternative visualisation style as output. Redirecting in 
this way is known as representational redirection. Second, we 
may provide consumers with a selection of various colour 
themes based on pre-existing representations. The term "theme 
redirection" refers to this colour theme change feature. Rich 
colour schemes and visual styles can be obtained with this 
VisCode application. The encoded colour density map can 
have its raw dispersion data retrieved using VisCode's 
decoding tool. Figure 10 illustrates an example of a relocated 
colour density map visualisation. New density maps with 
customised bandwidths can be created using this scatter data 
and the kernel density technique. 

8. CONCLUSIONS

This paper presents the VisCode model, an encoder-decoder
network technique for embedding and extracting hidden 
information in visualised images. It is possible to incorporate 
secret information into diagrams and retrieve it using a 
decoder network by utilising the visual significance network 
and text transformation model. By reducing interference and 
incorporating more information into the visualisation design, 
the suggested VisCode expands the possibilities in the field of 
data visualisation while enhancing data transmission security 
and efficiency. 

We present a range of techniques in high-dimensional data 
visualisation to address the problems of data overlap and 
distribution comprehension. We may more precisely 
determine the distribution of data by using dithering 
techniques and Alpha blending algorithms. This is particularly 
useful when visualising massive amounts of data. In the 
meanwhile, we may more easily comprehend the general 
distribution and trends of vast volumes of data by evaluating 
and charting aggregated information. Lastly, we demonstrate 
the R big data visualisation tabplot package, which offers a 
means of classifying data according to particular variables and 
presenting them in a comprehensible manner. We can learn 
more about the connections between relevant variables and 
international students' academic performance by examining 
and visualising the PISA 2012 dataset. 

Overall, by presenting the VisCode paradigm and a range of 
data visualisation techniques, this study shows some creative 
advancements in the field of information visualisation. We 
will keep looking at new visualisation tools and approaches in 
the future to handle the volume and complexity of data that is 
growing, as well as to increase the efficacy and efficiency of 
data analysis. 
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