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ABSTRACT

In terms of its significance, the oil & gas industry is ranked among the top global industries. Like any other industry, it also faces various problems, such as leakage of oil and gas pipelines. The detection of such leakage in the pipelines is essential for an industry or plant to operate properly and maintain environmental safety as well as to minimize its supply-chain losses. The underlying study systematically reviews the literature comprising of more than a decade (2010-2021) span to summarize the systems, methods and techniques used in oil & gas pipeline leakage detection. Likewise, this paper investigates effective and low-cost leakage detection systems for oil & gas pipelines with their pros and cons. The existing methods are classified into three categories based on their technical characteristics, named as hardware-based (where some hardware is deployed for monitoring the leakage), software-based (where some software is deployed for monitoring the leakage), and intelligent based (where some intelligent predictive algorithm is deployed for the leakage detection) techniques. Each technique was reviewed according to the datasets used, preprocessing techniques (mainly used in the intelligent based techniques that are based on the imagery such as image preprocessing largely like image enhancement, image denoising and filtering), investigated classifiers’ efficiencies, results, and limitations. A comparative analysis was conducted to help determine which technology is best for a given operational environment, that is software, hardware, intelligent or hybrid. Further, the paper highlights the gaps in the research and unresolved concerns regarding the development of dependable pipeline leak detection systems and suggests possible research directions to mitigate it.

1. INTRODUCTION

In their daily lives, people must strive to preserve and improve the quality of the environment to achieve a healthier life for humanity. However, in recent years, oil & gas pipeline leaks, which are often caused by environmental effects, harmful human activities, or construction near pipelines, threaten the environment. Due to their harmful effects that may disturb the ecosystem as well as human lives and natural resources, and by taking precautionary measures, can be avoided.

Further, the intelligent techniques for predictive maintenance could potentially alarm beforehand where the gross losses in terms of human lives, natural disaster and financial crises can be prevented. Moreover, this is not the only problem, another aspect is the potential financial losses incurred to the oil & gas industry annually. In terms of statistics, alone in United States during 2010-2019, almost 5500 incidents happened. According to the survey there were more than 125 casualties, more than 600 injuries, more than 800 fires, more than 300 explosions, more than $4 billion financial losses and more than 30,000 people evacuated [1]. In addition, the survey reveals that not all the incidents are reported, and actual statistics are even deteriorating [1].

This paper reviews and summarizes the results and findings of several scientific papers published during 2010-2021, that address the issue of gas or oil pipeline leaks using various techniques. One of the main objectives and motivation is to help the researchers identify the best model to build to address pipeline leakage and provide them with possible methods to solve this problem while considering the pros and cons, beforehand. In this paper, we first provide background on the oil & gas industry in Saudi Arabia, the leak issues that occur in them, and the techniques that help solve this problem, such as machine learning techniques etc. Next, we review the literature on techniques that have been used for early pipeline leak detection. Then, this paper focuses on the models, methods, techniques, and approaches used in each study regarding the datasets nature, preprocessing methods, extracted features, investigated classifiers, and the results.
Finally, we present a table containing the details of each study we reviewed; the summaries are presented and placed in four categories: hardware-based, software-based, intelligent-based, and other miscellaneous smart approaches to pipeline leak detection. Each category has its own pros and cons, and its effectiveness varies depending on the operational environment and provided nature of dataset.

Respectively, in the hardware-based approaches, some hardware components like sensors etc. are deployed for leakage detection. Similarly, in software-based approaches, software tools/packages are used as monitoring systems like calibration tools etc. In the intelligent-based approaches, predictive maintenance techniques are mainly deployed, that intuitively forecast the potential leakage. In the hybrid approaches, more than one type of technology is used in addition to the latest drones and surveillance technologies [2].

From an oil & gas company’s perspective one technique may be better than the other or sometime a hybrid approach can be more useful. For instance, collaboration of hardware and software-based techniques may result in better hardware handling and reporting by means of the applied software. Similarly, software-based schemes can be further fine-tuned with the help of intelligent machine learning approaches. Likewise, one or more than one approaches can utilize smart techniques like surveillance using drones etc. to enhance their effectiveness more. Other factors for consideration are the industry’s region/location, environmental factors, field radius and span, available resources, hardware (pipeline) life and material, its suitability to the ambiance temperature etc. and the sanctioned budget for the employment of the surveillance techniques for leakage detection [3].

The major motivation behind the study is that Saudi Arabia is an oil rich Kingdom and though there are other factors, but its gross domestic product (GDP) is mainly depending upon the oil and gas sector. There are several state-owned as well as private organizations working in this regard rigorously. The ongoing study is a potential contribution towards the supportive side of this industry in terms of predictive maintenance approaches potentially helpful for leakage detection to minimize the potential losses in terms of capital as well as human lives. In this regard, the current study surveyed several approaches used in literature to comprehend the issue and find potential areas of research and improvement. Further, the major achievements and limitations of the existing studies have been enlisted and research challenges, directions and opportunities are stated based on the review.

The sectioning of the paper is as: section 2 briefs about the oil and gas industry and essence of AI and ML in this field. Section 3 provides the systematic literature review of more than a decade period organized by category; section 4 discusses the reviewed literature and concludes the paper.

2. BACKGROUND

The oil & gas industry is one of the most important industries generally around the globe including Europe, Asia, and America etc. and septically in Saudi Arabia. Several countries of the world are dependent heavily on such natural resources. In this regard, the related industries always remain in the search of new resources and deploy several teams in the expected areas. Oil and gas reservoirs are geographically situated in each other’s vicinity. Countries being rich in such natural resources are privileged compared to those lacking them.

It is a well-known fact that Saudi Arabia’s main GDP relies on the oil & gas industry. Several renowned organizations and industries have been working day and night in the fields. For instance, Saudi Aramco, Weather Ford, Schlumberger and many other. Experts, engineers, and workers are hired from all around the globe and around 10 million barrels of crude oil has been extracted on daily basis [3, 4]. Recently, several technologies have been used to solve common problems in the oil & gas industry. One of the most critical problems is oil & gas pipeline leaks because it has a significant impact on the environment and wastes resources. Nonetheless, currently, the fear of risks is beginning to fade with the advancement of technology [4]. The early detection of pipeline leaks will solve several problems and may increase safety measures taken to protect a company’s employees. The main objectives of the pipeline leakage detection system are to save lives, reduce monetary losses, detect pipeline leaks before complications occur, and develop a highly accurate artificial intelligence (AI) based systems, more specifically using machine learning (ML) and deep learning (DL) based models [5, 6]. ML is a branch of AI, which is a statistical technique that learns from a set of inputs and outputs (examples) to perform tasks that require human intelligence. Based on the problem type, the ML model could be supervised learning, unsupervised learning, semi-supervised learning, or reinforcement learning. It further encompasses transfer learning and ensemble learning approaches [7, 8]. ML is used in diverse fields, and it is widely used in prediction and early detection applications. ML models are trained in three main processes: decision, error function, and model optimization. In the decision process, the model feeds the data and attempts to learn its pattern to make a classification or prediction. The error function evaluates the model’s performance. Finally, the optimization process updates the weights to reduce the difference between the target and predicted output [7]. AI has shown a significant impact in many fields, and one of those fields is the oil & gas field. As the oil & gas industry is one of the most important resources in the world, and many companies are working in this field, AI can be used and implemented to enhance the industry in this field. Like other industries, the oil & gas industry is facing many problems and difficulties that need to be solved and AI can provide. the needed solutions [8, 9]. AI can enhance the exploration process and make it easier for companies to find which areas to work in. Also, AI plays an important role in the production process and enables the company to work on a specific timeline, with the ability to predict coming problems and prepare for them in advance [10]. Also, AI can solve one of the greatest problems in the oil & gas industry, which is pipeline leakage. AI can help in the early prediction and detection of pipeline leakage and to specify the exact location and size of leakage. Although smart detection techniques are useful in their pursuit yet offer a significant investment and regular follow ups [2].

3. SYSTEMATIC LITERATURE REVIEW

This research presents the literature review of more than forty state-of-the-art studies in pipeline leakage detection. The review is divided into three subsections based on nature of the techniques, namely, hard-ware-based, software-based, and
intelligent-based techniques. The stats of the reviewed studies are given in Figure 1 and Figure 2, respectively.

Moreover, Figure 3 presents the taxonomy of the reviewed methods, approaches, and techniques.

### 3.1 Hardware-based techniques

This section explores the hardware-based techniques that use devices to monitor the external parts of pipelines to detect leakage. These leak detection methods require physical contact between the pipeline being monitored and the sensors. The methods reviewed in the literature include the resistivity method, pyroelectric infrared sensors, wireless sensor networks (WSN), and the acoustic signature method.

In their study, Somov et al. [11] used WSNs to detect methane leakage in boiler facilities. Wireless sensor networks have a network coordinator that controls nine battery-powered wireless sensors. Received signal strength indicator and link quality indicator metrics were used to assess the wireless links. The researchers’ goals were to obtain faster and more accurate responses from the sensors and to deliver methane leakage data from the sensor to the network coordinator. There were difficulties in the experiment securing reliable communication channels between the network coordinator and the sensor nodes. To remedy this issue, the researchers used 2dB sensor nodes and 5dB external antennas. As a result of the wireless link evaluation experiments, both the received signal strength indicator and the link quality indicator metrics were considered to achieve high-quality wireless links. When the received signal strength indicator was greater than $-79.3\ dBm$, the packet delivery rate was higher than 80%, and it reached 100% when the link quality indicator was around 210.

Temperature measurement was a key factor in achieving accurate analysis of the sensors’ data. About 10,000 data packets were sent within 20 seconds, which proves the sensors’ speed. For future research, the researchers plan to study the level of methane concentration, sensor response time, and battery status, which were collected in the experiment.

Similarly, Sun et al. [12] designed a system that detects gas leakage in a buried pipeline. The system was designed based on the resistivity method. In this experiment, geoelectric models of gas leakage were constructed in various states. The system used large-scale theoretical calculation of resistivity detection images. Then, the results were compared with the results of a small-scale outdoor gas leak simulation experiment. However, the geological conditions of the buried pipelines in the actual application are challenging and still require improvement. For future study, the natural electric field could monitor the micro-fissure of soil, and the law of self-potential fluctuation could be used to predict the failure state of the soil caused by gas shock. The results from this exterminate verified that the resistivity method is feasible in detecting gas leakage in buried pipelines. Furthermore, in this paper, Erden et al. [13] proposed a novel method for detecting and monitoring volatile organic compound gas using pyroelectric (or passive) infrared sensors that are widely used in practice to detect motion. These sensors were used because they do not require vapor to reach the sensor; it is sufficient for the gas to be in the viewing range of the pyro-electric infrared device. Additionally, they used Markov models to identify and analyze analog signals in real-time. The wavelet coefficients were used by Markov models as feature parameters. Consequently, based on the experiments, they concluded that using a pyroelectric infrared sensor without a Fresnel lens on it enabled them to sense gas leaks at up to 3 m. Conversely, they proved that Markov model use is optimal to detect volatile organic compound gas and process the wavelet transformed sensor data.

![Figure 1. AI based studies](image1.png)
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In addition, Kusriyanto et al. [14] developed a device monitoring system and early detection of liquid propane gas (LPG) gas leakage using WSN. To monitor and detect gas leaks early, they used gas sensors of the MQ-4 type and the AVR microcontroller family to control the detecting device. Furthermore, XBee PRO S2B workable devices were integrated into the system as interfaces for the wireless networking system and are used to transmit sensor data from the detection points to an integrated computer and visual basic software program at a monitoring center. Moreover, the authors considered it important to note the occurrence of LPG leaks, reported by an alarm sent through GTalk. Moreover, the system provides an early warning bell. As a result, they designed an early detection system for LPG leakage with WSNs, using the line equation \( y = 1.000x + 0.004 \) with a 3.46% error, where the MQ-4 gas sensor output is linear and proportional to the change in the input.

Similarly, Khan [15] proposed an automatic gas leakage detection, alert, and control system. The proposed system was able to detect any gas level changes in the air, identifying if it was above the safety level and sending an alert to the user. The main components of the proposed system were Arduino UNO R3, and a semiconductor MQ-6 gas sensor. The MQ-6 gas sensor could detect several gas types, such as LPG, butane, propane, and natural gas. The proposed system demonstrated adequate performance in detecting and controlling gas leakage within two seconds, and it is also cost-efficient and can be used easily in homes. The proposed system could be enhanced to calculate the amount of wasted gas and gas usage. Moreover, intelligent techniques could be applied to the proposed system to improve its capabilities.

Similarly, Wang et al. [16] aimed to design an in-pipe detector that is suitable for urban gas pipeline leak detection. They used several methodologies: power spectral density, artificial neural networks (ANN), and Fourier transformation. The data set was collected during the traveling process in the pipeline using the detector. The validation results showed that the leakage can be detected with a precision of 96.87% by the trained ANN model. The proposed model detected gas pipeline leakage with high accuracy. In the future, the researchers could acquire more data to improve the precision of the leak recognition. In addition, Yan and Rahayu [17] designed and developed a gas leakage monitoring system. The combustible gas sensor (MQ9) was used to detect carbon monoxide gas (CO) and methane gas (CH4). However, the detection range was between 200 to 10000ppm. The Arduino Uno was used as a microcontroller for their system. Whereas Zigbee was used to send the gas sensor readings to a specific monitoring system that displays a Graphical User Interface (GUI) on LabVIEW. Users benefit from the information and take immediate action; otherwise, the system and gas supply shut down automatically within 10 minutes to prevent serious conditions.

In their research, Guo et al. [18] proposed to develop a system based on mobile WSNs to monitor gas leaks and send early warnings in the event of any leakage. The system consisted of two parts: remote sensors and an analytical server. The sensor is the sensing station, equipped with sensor terminals that are either fixed or mobile. The sensor terminal consists of several elements integrated and used during the field data collection process. These elements are the gas sensor, control unit, power unit, GPS receiver, and GPRS unit. The analytical server receives the data from the GPRS unit via NetAssist, and after processing, it stores it inside the MySQL database. Additionally, a cloud platform was created to display the data of each sensor, such as the sensor number and its location. Moreover, this cloud platform can be used to monitor real-time sensor readings of gas concentrations. If the concentration exceeds the warning threshold, the analytical server analyzes the suspected leak site and sends a message, alerting the concerned authorities. The sensor readings of gas concentrations in the area were classified into three states: sleep mode, wake mode, and transmit mode. The sleep mode is activated with a periodic check every 30 min if the concentration is less than 3 ppm, and the wake mode is activated with a periodic check every 10 min if the concentration is between 3-10ppm. Transmit mode is activated with a periodic check every min if the concentration exceeds 10 ppm; if the transmit mode is activated, it indicates that there is a gas leak in the area. After conducting several field experiments, the results indicated that the system developed in this study is reliable and practical. Moreover, it can monitor leakage in real-time and send early warnings in the event of an emergency.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Methods and Equipment</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erden et al. [13]</td>
<td>2010</td>
<td>Pyro-electric Infrared (PIR) sensor, and Markov models (MM)</td>
<td>Using a PIR sensor without a Fresnel lens on it, they were able to record VOC gas leaks at up to 3 meters.</td>
</tr>
<tr>
<td>Somov et al. [11]</td>
<td>2012</td>
<td>WSN, Received signal strength indicator (RSSI) and link quality indicator (LQI) metrics.</td>
<td>When the RSSI is greater than ~79.3 dBm, the packet delivery rate (PDR) is higher than 80% and it reaches 100% when the LQI is around 210.</td>
</tr>
<tr>
<td>Yan and Rahayu [17]</td>
<td>2014</td>
<td>Gas sensor (MQ9) was used to detect carbon monoxide gas (CO) and methane gas (CH4).</td>
<td>A detection range between 200 to 10000ppm.</td>
</tr>
<tr>
<td>Kusriyanto et al. [14]</td>
<td>2018</td>
<td>WSN, gas sensor MQ-4</td>
<td>They concluded using the line equation ( y = 1.000x + 0.004 ) with a 3.46% error, where the MQ-4 output is linear and proportional to the change in the input.</td>
</tr>
<tr>
<td>Bolotina et al. [19]</td>
<td>2018</td>
<td>Acoustic phased array antennas</td>
<td>Ability to find and locate a leakage of 25 l/hour from 50m.</td>
</tr>
<tr>
<td>Guo et al. [18]</td>
<td>2019</td>
<td>Mobile WSN</td>
<td>Gas leakage results when concentration exceeds 10 ppm in relation to real time.</td>
</tr>
<tr>
<td>Sun et al. [12]</td>
<td>2021</td>
<td>Improved negative pressure wave method based on FBG based strain sensors and wavelet analysis.</td>
<td>Leakage position has an absolute error of 0.38 m.</td>
</tr>
<tr>
<td>Wang et al. [16]</td>
<td>2021</td>
<td>ANN, Fast Fourier transform (FFT) and PSD.</td>
<td>Accuracy of 96.87%</td>
</tr>
</tbody>
</table>
Likewise, Spachos et al. [20] proposed a paper aimed to develop a system for monitoring and locating gas leaks in indoor environments using a WSN. The proposed system consists of three modules: fixed nodes, mobile nodes, and a control room. Three fixed nodes are distributed in the form of a triangle in a fixed location for monitoring and placing a mobile node moving through those fixed nodes to collect the data monitored by each of the fixed distributed nodes and then send it to the control room. The control room studies and analyzes the collected data to determine if there is a leak and locates that leak by the mobile node’s location. The results showed the effectiveness and flexibility of the model, as it can be deployed in several environments, buildings, hospitals, mining tunnels, and commercial centers. A summary of hardware techniques is given in Table 1.

3.2 Software-based techniques

This section discusses the software-based techniques that rely on internal fluid measurements to monitor parameters, such as density, temperature, and pressure, related to the oil & gas flow inside pipelines that can indicate leakage. The methods in the literature include negative pressure wave and IoT. Hou et al. [21] designed a system to detect gas pipeline leakage using an improved negative pressure wave method based on Fiber Bragg grating based strain sensors and wavelet analysis. To enhance the method, the researchers incorporated the natural gas velocities and variation of the negative pressure wave into the negative pressure wave leak location formula, compound Simpson formula, and dichotomy identification to solve this modified formula. Furthermore, they used an FBG based strain sensor to collect the negative pressure wave signals to overcome the difficulty of installing traditional pressure sensors. This method provides many beneficial features, such as ease of insulation and low cost. Moreover, a wavelet transform-based method was used to locate the pressure drop points within the FBG signals. The results from this study indicate that the method accurately located the position of a natural gas pipeline leak. The calculated leakage position has an absolute error of 0.38m. Further, Jiang et al. [22] introduced a gas pipeline anti-damage and early warning monitoring system. Sound and vibration detection techniques combined with IoT sensing technology were used to construct this system. The system monitors abnormal states of the gas pipeline and transmits an alarm through the data analysis platform. The noise from the pipelines is monitored by sound detection technology, and through the IoT, the detected vibration is sent to the data analysis platform. The frequency and amplitude of the pipeline leakage are sent to the maintenance personnel in the data analysis platform, which determines whether the gas pipeline is leaking. This system is designed to achieve real-time, early warning pipeline monitoring.

Additionally, Sharma et al. [23] designed a gas leakage system by applying embedded systems and the IoT. The system aims to reduce accidents and promote safety using the existing electronics and technology. The gas detection and alarm system will not only alert about the leakage but also hold a unique selling point (USP) of automatic gas shutting feature to control any leakage. Furthermore, the system alerts the users by alarm and message using the IoT. The addition of basic small inputs, such as temperature, is used to monitor the temperature of the cylinder. IoT is amplified by Android and GSM for sending emails. Additionally, light-emitting diodes (LED) are used to increase the warning system’s reliability through flashing gas leak indicators and sensors. The gas system proved to be a valuable safety tool since it was able to perform all four of the functions mentioned.

Ralevski and Stojkoska [24] aimed to detect gas leakage in houses based on the IoT system, which consists of one laptop and two Raspberry Pi’s equipped with sensors. The proposed system could work in hazardous environments. The devices collect data to enable environmental conditions analysis. Gas leakage is detected by measuring gas concentrations and temperature. The moving average (MA) algorithm merged with the IoT distributed system was used to assure low power consumption. The system depends on some defined rules that enable it to communicate with specified devices for detection. Time series forecasting approach is used to minimize the measuring node sent packages and enhance the communication process. In case of leakage detection, the system will inform the end-user by sending a notification to their mobile device. The researchers evaluated the MA algorithm that was used in this system by making comparisons between several types of algorithms. MA provides accurate prediction of indoor temperature measurements. In future research, statistical analysis of the measured temperature textual file could be used to enhance the prediction algorithm.

Moreover, Deb Nath et al. [25] proposed a low-cost gas leakage detection and warning system using IoT. In case of gas leakage or temperature increase, the proposed system was able to call users, alert them, and send the graphical location to the webserver. The proposed system was built using multiple hardware and software components, and an ML model was used to measure the system performance accuracy. The hardware components of the proposed system were an MQ-2 sensor to detect gas and smoke, an IR sensor to detect light, a GSM module for mobile communication over the network, a mini-node microcontroller unit (Node MCU), a buzzer for sound alerts, and a DHT11 temperature sensor. By using these components, the proposed system was able to sense gas leakage, fire, and high temperature. To implement the software, an Arduino microcontroller code was used. To check the proposed model’s accuracy and performance, several ML algorithms were used, such as multilayer perceptron (MLP), support vector machine (SVM), and Naïve Bayes (NB). The proposed model exhibited an average prediction accuracy of 92.6275%. However, the proposed system can call one user in case of an emergency. More work should be done to support multiuser alerts handling.

Similarly, the study of Alshammari and Chughtai [26] aims to introduce and design a gas leakage monitoring system with the help of the Internet of Things (IoT). The information captured by the gas sensor (MQ-5) was posted into the cloud. The detection of gas leakage was done under most atmospheric conditions. Also, Arduino (UNO-1) was used as a central processing unit to control all the components. However, when the sensor detects gas leakage, an alarm is raised in the form of a buzzer. Moreover, to display the gas leakage location, alert the users, and turn on the exhaust fan to suck out the leaked gas in a specific location, the alarm was supported by LCD display. After the implementation of the design, the device was able to detect the gas leakage accurately and generate a message to be transmitted to alert the users. PCB gas leakage detector was used to obtain the practical results, up to 10000 ppm concentration was detected by a high accuracy sensor and LED turns red. However, with a small modification of the system, the system could be efficiently used for household purposes to detect gas leakages.
Swetha and Swetha [27] developed a system for controlling and detecting gas leakages using MQ-2 gas sensor. The system was programmed with embedded C to evaluate the sensed information. When it is greater than a specific threshold, an alert SMS will be sent to the users to activate the servo motor and turn off the gas valve. However, the system was able to detect LPG/CNG gas concentrations range 200-10000ppm. The device is portable, low-cost, efficient, user-friendly, lightweight, safe, and easy to detect gas leaks. Table 2 shows a summary of software-based schemes.

### 3.3 Intelligent-based techniques

This section reviews the use of AI and data processing techniques to detect various leaks. With the help of AI systems, people can overcome many risks by making faster decisions. However, with ML and deep learning, AI-based systems can be developed to help people solve overly complex and repetitive problems because AI systems ensure 24/7 service to reduce workers' stress and improve work efficiency.

Babu et al. [28] designed a smart natural gas leakage detection system for households. Several incidents have been reported over the year due to gas leakage in India. The suggested gas leakage detection system chain innovative sensor equipment, real-time supervising, and automated alert systems to safeguard, well-timed detection and reaction to gas leakages. The MQ2 sensor assists in recognition of gas leakage and exhibits the competence to identify a comprehensive selection of gases, incorporating methane, propane, carbon monoxide, and hydrogen. The accumulated data is investigated using advanced algorithms to differentiate between normal and leakage surroundings gas readings. The proposed NodeMCU equipment, together with its Wi-Fi abilities, acts as the main system’s controller. It collects data in the real time and sends it to the edge server for processing.

Hubert and Padovese [29] used other ML algorithms to develop a model for early gas leakage detection in underwater pipes using passive acoustic emission (AE), which can indicate leakage. The data set used for this research was from a pilot study with simulated leakages that had a total of 1,900 seconds of recordings. The algorithms used to build the classifier-detectors are the random forest (RF) algorithm and the gradient boosting (GB) trees algorithm. The results of the study suggested that GB tree algorithm was the best fit, achieving an accuracy of 81% using 5-fold cross-validation. For future research, the authors intend to investigate other classification strategies. In addition, they are conducting new experiments to enrich their data set. Based on their results, the only limitation was the accuracy obtained because it is possible to obtain a higher one. Therefore, to improve their accuracy, they intend to examine other classification methods.

Chi et al. [30] aimed to identify the best ML method that addresses pipeline leaks. They worked with an experimental data set of 130 experiments collected from several states. The ML methods used in this paper were RF, SVM, ANN, KNN, and decision tree (DT). The results indicated that the RF classifier was the best model for leakage detection; it outperformed other ML methods with a classification accuracy of 88.33%. For future method development, the authors will conduct more experiments to test the practicality of this method and confirm its efficiency. The limitation in their research was related to the data set size and the achieved accuracy. Since the data set is considered small, increasing its size may improve the accuracy rate.

Kampelopoulos et al. [31] used various ML algorithms for monitoring system to detect potential leaks based on variances from a pipe’s normal operation noise. They used a data set that had pipe noise measurements from typical operating conditions and artificial leak measurements. In this data set, data was collected at intervals of 1 sec, and measurements were taken for approximately four hours. The ML models used to build the proposed system were SVM and DT. These two classifiers were trained, tested, and compared with each other. As a result, DT was found to be a better fit with 97.9% accuracy than SVM with 97.1% accuracy. In this study, the model must generate the least possible number of false alarms (false leak predictions). Thus, the model with the highest recall score is the most appropriate. In this case, the SVM classifier achieved the highest noise recall (97.07%) while the DT achieved 95.83%. The study was limited by false alarms, and to overcome this, the researchers should train the algorithms for accurate detection and provide more signal features to the existing ones.

In their study, da Cruz et al. [32] aimed to detect and locate gas pipeline leaks using ML techniques and acoustic sensors. Additionally, the researchers’ aims included solving two major problems: detecting small leakages on pipelines that operate at low pressures and reducing false alarms caused by external noise. To perform this experiment, an experimental apparatus was built in the Process Control and Automation Laboratory at the Chemical Engineering Faculty at UNICAMP to collect the required data set for training ML models. The data set was collected using four microphones, and the total number of instances was 1,800,000 instances. To convert the data into the

---

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Methods and Equipment</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hou et al. [20]</td>
<td>2013</td>
<td>Improved negative pressure wave method based on FBG based strain sensors and wavelet analysis.</td>
<td>Leakage position has an absolute error of 0.38m</td>
</tr>
<tr>
<td>Sharma et al. [22]</td>
<td>2018</td>
<td>IoT, USP</td>
<td>The system can perform all the functions and a valuable safety tool</td>
</tr>
<tr>
<td>Ralevski et al. [23]</td>
<td>2018</td>
<td>MA algorithm merged with the IoT system and time series forecasting approach.</td>
<td>MA algorithm proofs its efficiency by producing a good prediction in indoor temperature measurements.</td>
</tr>
<tr>
<td>Swetha and Swetha [26]</td>
<td>2021</td>
<td>MQ-2 gas sensor, IoT</td>
<td>Detection of LPG/CNG gas from 200 to 10,000ppm.</td>
</tr>
<tr>
<td>Jiang et al. [21]</td>
<td>2021</td>
<td>Sound and vibration detection techniques combined with IoT</td>
<td>System designed for real-time early warning and monitoring of pipeline.</td>
</tr>
</tbody>
</table>

---

Table 2. Summary of software based techniques
suitable frequency domain, the researchers used the fast Fourier transform. The algorithms included in this study were logistic regression, KNN, SVM with a linear kernel, SVM with a radial basis kernel, random for adaptive boosting, and extreme GB (XGBoost). The data set was split into 80% and 20% for training and testing. To evaluate the proposed model, the researchers used detection accuracy and the average error for localization. The RF algorithm resulted in the highest leakage detection accuracy (99.6%), and XGBoost resulted in the lowest average error for localization (1.75%). The localization results indicated lower performance when new samples were used in the model. This means the proposed system may result in poor performance in a real-world scenario.

Narkhede et al. [33] proposed a novel method to detect and find gaseous emissions using multimodal AI fusion techniques. This research was conducted using a data set containing images of gas samples collected manually using a sensor array and a thermal camera. For preprocessing, they used data augmentation techniques to increase the data set size. They also increased the diversity of finite thermal images using data augmentation techniques, such as rescaling and resizing. They applied a convolutional neural network (CNN) to extract features from thermal images while using the long short-term memory framework to extract features from sequences of gas sensor measurements. However, they applied the fusion model after noticing that applying each model separately produced weak results. Thus, they obtained an accuracy of 96% for the fusion model compared to 82% for an individual model using the long short-term memory framework, and 93% for a CNN model. The fusion of multiple sensors and modalities outperforms the output of a single sensor. Due to the large amount of training data needed for effective operation, this study faced a data set limitation. Thus, they took advantage of data augmentation techniques to increase the data set size and overcome the limitation. Oliveira et al. [34] aimed to detect pipeline leaks using a set of ML techniques. The data was collected from sensors’ signals, and then the plant historian was used to convert the data into understandable data. Data mining techniques were used to interpret, clean, and pre-process the data. The pipeline energy balance was monitored using an anomaly detection approach and a linear regression ML model to detect pipeline leakage. The system treats any outliers that are detected as a leak. The largest challenge was to reduce false alarms by adjusting the threshold that classifies behavior as normal or abnormal. As a result, the proposed system detects pipeline leaks with 3–5 wrong alarms per month. In future studies, the researchers want to increase the leakage data and use the wavelet package algorithm to accurately locate leaks. To prove the high performance of this system, the researchers need to mention the accuracy of the proposed system.

Akinsete and Oshingbesan [35] proposed a system to detect gas pipeline leakage using intelligent models and data analytics. A leak detection algorithm acts as a classifier, which was applied with five intelligent models to act as regressors: RF, GB, SVM, DT, and ANN. The models were turned by grid search using the mean average error, root-mean-square error, and the coefficient of determination. The data set was obtained from the Supervisory Control and Data Acquisition measurements of operational data with 80% and 20% split for training and testing, respectively. The trade-off between accuracy and reliability was a challenge that led to the reduction of performance accuracy to increase reliability. As a result, all models are reliable. The SVM and ANN models have the highest accuracy, which is 98%. The RF and DT models have the highest sensitivity because of their ability to detect 0.1% leaks, and the models’ performance is suitable compared with the real-time transient model. In future experiments, data analytics, big data, and artificial intelligence tools could be used to enhance the detection results. The models could be used with the real-time transient model to enhance the detection process and implement the models with little or no operational data.

Wang et al. [36] proposed an ML model to detect methane emissions from oil sites. The data set used comprises field measurement data on emissions and general on-site demographic data, generated with a gas-optical camera for leak detection and combined with a tool for determining emissions rates. The data was collected from 436 sites, including 229 oil production sites and 207 gas production sites. A training set and a test set were constructed using a 75% to 25% split. The proposed system predicted the locations with the highest emission so that operators could be guided through the system. In the model approach, the researchers used the marginal return of emission coverage to identify the size of cutoff emission. The algorithms used to build the model are logistic regression, DT, and adaptive boosting. These algorithms were selected because they do not require engineering many features for the data set. During the model performance evaluation, the authors ran three scenarios. The first scenario involved surveying each of the production sites in the data set in random order. This scenario was implemented in LDAR methane regulations in Canada and the United States. The second scenario involved extracting emission probabilities from the model, classifying them from top to bottom, and guiding operators. The third scenario included comparing the amount of gas production between sites and arranging the data from the highest to lowest production to direct operators to the areas with the highest increase in production; these sites have an increased possibility of leakage. The results demonstrated that logistic regression had the best performance with 70% accuracy, the highest recall and sensitivity rate (57%), and a balanced accuracy rate (66%). During the evaluation of the proposed model, the balanced accuracy rate (the average for each category), the accuracy rate, and the recall and sensitivity rate were used. In this study, the researchers faced difficulties in detecting methane emissions and predicting the release of methane due to its random and variable nature. For future study, an improved version of this model could include a significant amount of emission data from a larger geographic scale, incorporate more attributes, and consider the return on investment from methane mitigation.

Rashid et al. [37] proposed a distributed system to monitor and detect leakage in oil or gas pipelines using a WSN supported by ML techniques. The data set comprised raw data from individual sensor nodes. A training set and test set were constructed using a 60% to 40% split. In the pre-processing stage, the noise was reduced from the data using a low-pass filter and Daubechies wavelet transform. The algorithms used to build the model were GMM, KNN, and SVM. During the feature identification and reduction phase, nine features were selected to improve classification performance, and the selection process took place after two tests: Wilcoxon and Ansari-Bradley Network (RNN). The SVM model was the best performing model with the highest leak detection accuracy (94.73%) and leakage size estimation (92.3%). In the
study, the researchers faced limitations in identifying slow and small leaks within the pipeline, so the situation required an algorithm capable of accurately identifying minor leaks.

While other researchers solely used the SVM algorithm, in their research, Ahn et al. [38] proposed to use ML models using AE signals, which reduce signal noise, to improve early leakage detection. The proposed model included using principal component analysis for signal pre-processing and a genetic algorithm for feature selection. For the proposed model, the researcher collected signals from AE sensors. After applying the techniques for feature selection, 30 features had been used in training the proposed model. The SVM algorithm used in this study resulted in 100% performance of vibration signals, while AE signal was 80% and genetic algorithm and principal component analysis were 70%. However, using other ML algorithms could result in better performance of AE signals, genetic algorithm, and principal component analysis.

Xiao et al. [39] proposed a system to detect gas pipeline leakage through acoustic signals and an SVM. The relief-F algorithm is used to select the best features and input them into the SVM algorithm to determine the intensity of a leak. The researchers used a data acquisition system where 75% of the data is used for training and 25% is used for testing. In the pre-processing stage, the researchers selected the best wavelet through a wavelet entropy-based algorithm. The signals' noise was removed using the universal threshold rule and extracting useful leak features. As a result, when the system uses the three best features, its accuracy reached 99.4%, which can determine a leak or non-leak state. When the system uses the five best features, its accuracy is reduced to 95.6%, which can classify the intensity of leaks and normal states.

Liu et al. [40] designed a leakage detection method for water pipelines. The algorithms used to build the proposed model are based on ML, WSN, and SVM. The model was implemented on 100 data sets of non-leakage and leakage signals. The wireless sensors installed on the pipelines collected the data and utilized a 4G network to remotely transform the data. The complexity of the network architecture, the large scale of the water pipeline networks, and the environmental conditions could be challenging for this proposed system. The results from the proposed model demonstrate the effectiveness of identifying a leak in a water pipeline with lower energy consumption compared to the networking methods used in a conventional WSN. The proposed algorithm achieved 98% classification accuracy. However, this study is limited to detecting water pipeline leakage.

Similarly, Chen et al. [41] used SVM algorithms to build a distributed fibre-optic alarm system. The system maintains the integrity of oil & gas pipelines by isolating a leak site and implementing early warning monitoring—created with the support of one of the machine learning algorithms. The data set comprised the signal data generated by vibrations along the pipelines, which were collected using a distributed optical fiber vibration sensor. One hundred thirty sets of data were collected. One hundred sets were randomly assigned from a large amount of data for each SVM learning field trial procedure. Additionally, 30 data sets for each action were randomly assigned to the SVM test that completed the learning. The SVM algorithm had a 90% accuracy rate in recognition. However, the researchers faced limitations in identifying abnormal events along the pipeline due to multiple classification issues, so it was solved using the "one-to-one" method. Through future studies and field experiments, the model will be upgraded to improve identifying abnormal events.

Wang et al. [42] aimed to discover an effective method for detecting long-distance oil pipeline leakage and avoid issues that may result from it. The dropout problem is a classification of problems, so based on an ML algorithm, a new classification approach using SAE, lead-follower particle swarm optimization (LFPSO), and SVM has been proposed. The SVE algorithm obtains features from pipeline leak data. The LFPSO algorithm improves the parameters of the SVM algorithm so that the probability of trapping in the local optimum is effectively reduced. The data set comprises 470 sets of pipeline leak data; it consists of 275 sets of normal data and 195 sets of leaky data. These data were randomly divided into 300 training data sets and 170 test data sets. For the pre-processing stage, noise is reduced in the data based on the decomposition of variational mode. The algorithms used to create the model are SVM, SAE-softmax, and BP algorithms. The researchers targeted three prediction methods which are SAE-softmax, SAE-LFPSO-SVM, BP, and SVM. During the experimental process, each experiment was conducted 10 times separately to ensure the effectiveness of the suggested algorithms. The proposed SAE-LFPSO-SVM algorithm outperformed the other algorithms by 92.49% in sensitivity, 100% in positive predictive value, and 94.61% in total classification accuracy. The authors' limitation in this study is the difficulty optimizing the SVM parameters, which was addressed by the LFPSO algorithm.

Banjara et al. [43] proposed the use of AE technology to detect leakage in pipelines through systematic analysis of signal parameters based on some machine learning algorithms. The data set contained AE signals collected using sensors connected to the pipeline. The researchers targeted two prediction methods: binary classification and multiclass classification. The algorithms used to build the model are SVM, and relevance vector machine. In binary classification, the data was divided into two parts: a 171-sample training set and a 20-sample test set. As for the multiclass classification, its data was divided into two parts: a 699-sample training set and a 70-sample test set. After conducting experiments, the results revealed that the model's performance in the binary classification method was better than that of the multiclass classification method. Regarding SVM, it was 99.92% with a misclassification error of 0.0828%, and the relevance vector machine was 98.5% with a misclassification error of 1.5%. One of the limitations that the authors encountered in their research was that the relevance vector machine algorithm only provided satisfactory results when used in binary classification.

Qu et al. [44] applied ML to develop a pipeline leakage detection and pre-warning system. The model could localize the detected leakage. The data set used in this study was collected from sensors during private experiments. SVM was used to perform this experiment. Moreover, accuracy and precision were used to evaluate the proposed model. The model was 95% accurate in leakage detection and had ±200 m precision for localization. More powerful ML algorithms can be used to improve performance.

Some researchers, such as Mohamed et al. [45] focused on the use of several types of ANN. They aimed to use ML algorithms to estimate the defect depth in pipelines to determine defect severity. The proposed model includes detecting the length of the defect using pattern-adapted wavelets and applying an ML algorithm to detect the depth of the defect. The researchers used data from magnetic flux leakage sensors to train the proposed model. The collected
data contained signals from the magnetic flux leakage sensor readings, and it was typically used in training the model. To process the raw data for training the model, the researchers applied some feature extraction techniques and used five statistical features, which were maximum magnitude, peak-to-peak distance, integral of the normalized signal, mean, and standard deviation. The researchers used diverse types of feed-forward neural networks (FFNN), which were static FFNN, cascaded FFNN, and dynamic FFNN. To evaluate the performance of the proposed model, the researchers compared the accuracy of each model for various error tolerance levels. The proposed model resulted in more than 86% accuracy for different error tolerance levels using dynamic FFNN. The statistical features used in this study may not be enough to achieve satisfactory results; applying other feature selection techniques and using different statistical features could result in achieving higher accuracy and lower error tolerance levels.

Layouni et al. [46] used ML algorithms to automate the analysis of magnetic flux signals to estimate the length and depth of metal-loss defects. Since the depth of defect has a key role in estimating the severity of a defect, and the magnitude of magnetic flux signals is much higher for larger defects. The researcher collected 1,300 raw magnetic flux signals that include five features to train the proposed model: peek-to-peak distance, mean, standard deviation, and integral of the normalized signal. The algorithm that had been used in this study was the FFNN algorithm. To evaluate the proposed model, the researchers used prediction errors. The proposed model resulted in a satisfactory performance prediction error in the range of ±9% of the real defect depth. The model was trained using experimental data. Using real data is needed to measure the real performance of the model. The researchers will use other defective shapes for training the model in future studies. Kim et al. [47] aimed to detect the size and location of leakage in subsea natural gas pipelines. The researchers selected the most sensitive variables based on a dynamic model related to detecting leakage and various flow simulations. Furthermore, an ML data set was generated by changing these sensitive variables. The data set was collected in two stages: A high production stage and low production stage. Each stage has a total of 3,200 data sets, and 90% of the data is used for training and validation. The deep neural network method and ML techniques were used to build the proposed model. The mean error and R-square techniques were used to evaluate the model accuracy. The proposed system achieved 80% accuracy, which is considered highly accurate. Additionally, the researchers proposed a flowchart for leak detection in gas pipelines. However, the researchers could use advanced preprocessing techniques to improve the accuracy of their model. While other researchers only used CNN algorithms.

As Song and Li [48] applied different architecture models of CNN and screw connections to simulate gas leakage experiments for leak detection in galvanized steel pipelines. The data set was collected from a sensor placed on the pipeline, and 70% of data was used for training and 30% was used for testing and cross-validation. In the preprocessing stage, the researchers removed noise from the collected signals and put the cleaned signals in fixed-length samples. As a result, the three-layer CNN model with a big kernel reached more than 93% accuracy. The challenge that the researchers faced was that there is little research on galvanized steel pipe systems. Furthermore, the noise of internal gas flow is like gas leakage, which leads to false leak alarms. The researchers should increase the sampling length or rate to enhance accuracy.

Ghorbani and Behzadan [49] proposed a deep learning model to locate and identify oil spills. The data set was collected through web mining photos from previous oil spills; this data set contained 1,292 images. This research used red-green-blue (RGB) imagery to minimize the implementation cost. The system used the VGG16 CNN model for classification and mask region-based CNN (R-CNN) model for instance segmentation. Additionally, the scarcity of annotated oil spill and marine object detection data challenged the training of high-performing CNN models. The research indicated that the VGG16 model yields an accuracy of 93% and the mask R-CNN model yields an average precision and recall of 61% and 70%, respectively. Moreover, the results revealed that data analyses and AI can be integrated into upstream and downstream operations in the oil & gas field. However, researchers can use infrared images instead of RGB images as input for the proposed model.

Han et al. [20] Proposed a new method to identify mixed gases based on diverse types of CNN such as ResNet50, ResNet18, GG-16, ResNet34, and VGG-19. A data set comprised of 2970 samples was collected by an array of eight MOX gas sensors. However, several types of CNN were used to classify and compare different types of mixed gases. So, after adjusting the parameters, the results showed that the final gas identification rate was 96.67%. The model worked effectively in an environment with large amounts of data. A big challenge was gas data is time-series data. Also, the insufficient number of samples led to a decrease in average accuracy and a higher error rate. However, different techniques are required to improve accuracy in the case of an insufficient number of samples.

Wang et al. [51] tackled the gas emissions problem using Optical gas imaging (OGI), a well-known, and widely used method for methane leak detection, but labor-intensive, and requires operators’ judgment to provide results. A computer vision (CV) based approach with OGI using CNN trained on different methane leak images for automatic detection. A large dataset was built that includes videos of methane leaks from different leakage sources. So, a total of 669,600 frames were recorded. The binary detection accuracy has reached 97% for large gas leaks, and the overall accuracy of all leak sizes has reached 95%. However, for higher accuracy results further work is required to enlarge and develop the dataset to have a diversity of leaks in the real world. Moreover, the exploration of various kinds of model architecture is a critical point.

De Kerf et al. [52] proposed a novel framework to detect the oil that spills inside the port area using a thermal IR camera and an unmated aerial vehicle (UAV) to decrease the cleaning cost of the oil spill and increase the detection rate. An infrared camera is important to detect oil spills during the nighttime. The dataset containing IR and RGB images was used to train on a CNN, 70% for training, 20% for validation, and 10% for testing. So, 8 different feature extractors and seven different CNN segmentation architectures were used to find the best. However, the proposed model has achieved an accuracy of 89%, which means that the model is efficient in terms of accuracy. However, advanced RGB preprocessing techniques could be implemented, and other camera technologies could be used to improve the accuracy of this model. Table 3 summarizes the intelligent based schemes.
Table 3. Summary of intelligent based techniques

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qu et al. [44]</td>
<td>2010</td>
<td>SVM</td>
<td>Accuracy of 95% for leakage detection, and 200 m precision for localization.</td>
</tr>
<tr>
<td>Rashid et al. [37]</td>
<td>2014</td>
<td>GMM, SVM, KNN, WSN</td>
<td>Accuracy SVM leak detection 94.73%, size estimation 92.3%.</td>
</tr>
<tr>
<td>Mohamed et al. [45]</td>
<td>2015</td>
<td>Static, cascaded, dynamic neural network.</td>
<td>Accuracy over 86% for different error tolerance levels.</td>
</tr>
<tr>
<td>Layouni et al. [46]</td>
<td>2017</td>
<td>FFNN</td>
<td>Prediction error is in the range of ±9% of real defect depth.</td>
</tr>
<tr>
<td>Chen et al. [40]</td>
<td>2018</td>
<td>SVM, &quot;one-to-one&quot; algorithm</td>
<td>Accuracy (SVM 90%)</td>
</tr>
<tr>
<td>Oliveira et al. [34]</td>
<td>2018</td>
<td>Anomaly detection approach and a linear regression ML model.</td>
<td>The proposed system detects pipeline leaks with 3-5 false alarms per month.</td>
</tr>
<tr>
<td>Hubert and Padovese [29]</td>
<td>2019</td>
<td>RF, GB Trees algorithm</td>
<td>Accuracy of 81% GB Trees</td>
</tr>
<tr>
<td>Ahn et al. [38]</td>
<td>2019</td>
<td>SV</td>
<td>100% accuracy for vibration signals while AE signals 80%, 70% for GA and PCA.</td>
</tr>
<tr>
<td>Han et al. [50]</td>
<td>2019</td>
<td>CNN</td>
<td>The final gas identification rate was 96.67%.</td>
</tr>
<tr>
<td>Wang et al. [51]</td>
<td>2019</td>
<td>CNN</td>
<td>SVM and ANN models have the highest accuracy which is 98%.</td>
</tr>
<tr>
<td>Akinsete and Oshingbesan [35]</td>
<td>2019</td>
<td>RF, GB, SVM, DT, ANN.</td>
<td>Accuracy reached 99.4%.</td>
</tr>
<tr>
<td>Xiao et al. [39]</td>
<td>2019</td>
<td>Relief-F for selecting best features and SVM for the leak intensity.</td>
<td></td>
</tr>
<tr>
<td>Liu et al. [40]</td>
<td>2019</td>
<td>WSN and SVM</td>
<td>Accuracy reached 98%.</td>
</tr>
<tr>
<td>Kampeleopoulos et al.</td>
<td>2020</td>
<td>SVM and DT</td>
<td>Recall of (97.07%) by SVM</td>
</tr>
<tr>
<td>da Cruz et al. [32]</td>
<td>2020</td>
<td>logistic regression, KNN, SVM-LSVM-RBF, RF, AdaBoost, Xgboost.</td>
<td>Leakage accuracy of 99.6% using RF, rate of false alarms of 0.3%, maximum location error of 4.31% using Xgboost.</td>
</tr>
<tr>
<td>Ghorbani and Behzadan [49]</td>
<td>2020</td>
<td>Deep learning models (mask R-CNN and VGG16) to localize and identify oil spills.</td>
<td>R-CNN a recall and average precision of 70% and 61%, respectively. Accuracy of 93% using VGG16.</td>
</tr>
<tr>
<td>De Kerf et al. [52]</td>
<td>2020</td>
<td>7 different CNN architectures were used to find the best.</td>
<td>Accuracy of 89%</td>
</tr>
<tr>
<td>Wang et al. [36]</td>
<td>2020</td>
<td>LR, DT, RF, AdaBoost.</td>
<td>Accuracy (LR- 70%, and 57% and 66% in recall/sensitivity and balanced).</td>
</tr>
<tr>
<td>Spachos et al. [20]</td>
<td>2020</td>
<td>Different architecture models of CNN and screw connections to for gas leakage experiments.</td>
<td>Accuracy greater than 93%.</td>
</tr>
<tr>
<td>Banjara et al. [43]</td>
<td>2020</td>
<td>SVM, RVM</td>
<td>Accuracy for binary classification SVM- 99.92%, RVM-98.5%.</td>
</tr>
<tr>
<td>Ghorbani and Behzadan [49]</td>
<td>2020</td>
<td>Deep learning models, namely VGG-16 and mask R-CNN</td>
<td>VGG16 model’s accuracy of 93% and the Mask R-CNN model’s average precision and recall of 61% and 70%, respectively.</td>
</tr>
<tr>
<td>Chi et al. [30]</td>
<td>2021</td>
<td>RF, SVM, ANN, k-NN, DT</td>
<td>The RF classifier obtained a classification accuracy 88.33%.</td>
</tr>
<tr>
<td>Narkhede and Padovese [29]</td>
<td>2021</td>
<td>CNN, LSTM, and the Early Fusion Model</td>
<td>Accuracy of 96%</td>
</tr>
<tr>
<td>Kim et al. [47]</td>
<td>2021</td>
<td>Dynamic model and ML, deep neural network method.</td>
<td>Model accuracy improved by 80% compared to the initial learning model.</td>
</tr>
</tbody>
</table>

3.4 Other smart techniques

According to Adegbeye et al. [53], the pipeline failure is subject to various reasons. Based on a survey in the study of Bolotina et al. [19], it is mainly caused by corrosion, external factors, human negligence, manufacturing process and installation, as depicted in Figure 4. Out of which the external factors contribute the most, followed by installation issues and corrosion and then come the manufacturing faults while human negligence contributes to 5% only.

Several techniques used for pipeline leakage detection rely on imagery and surveillance of the oil & gas pipelines. For such purpose remote sensing, WSN and unmanned aerial vehicles (UAVs) like drones carrying sensory and/or imagery equipment-based methods are investigated [54].

4. DISCUSSION AND CONCLUSION

In this research, more than forty studies on oil & gas pipeline leak detection classified as hardware, software, and intelligent based techniques, have been surveyed. Most of the studies using software and hardware-based techniques used both the IoT and sensors cloud [55-82]. Regarding the intelligent-based studies, they used ML techniques in conjunction with sensors. Therefore, pipeline leak detection can be accomplished using diverse methods and techniques. Though each approach has its own advantages and disadvantages, all leak detection systems were effective for a certain region/type. Nevertheless, most studies had limitations, which should be addressed in future studies. The main
limitation observed is that most of the studies did not use a real dataset, but a hypothetical data set created by the researchers, which was derived from sensors and other measures. This resulted in relatively small datasets, providing results that can be improved by increasing the dataset size and features. Furthermore, most studies only focused on leak detection without specifying leak location or size. We noticed that some studies only highlight upstream operation leakage and did not include downstream leakage, such as subsurface leakage. Additionally, we did not find any study that applied ensemble methods in which multiple models are combined to produce improved results. In these studies, the researchers used multiple models but trained their systems separately. Subsequently, our findings indicate that the SVM algorithm was the most used and highest performing algorithm, overall. It is also among the most widely used algorithms in other similar areas of research. Although many techniques exhibited sufficient performance, some problems are yet to be resolved. This leaves us in a position to critically evaluate the current solutions and to identify potential research directions that may lead to building models using ensemble-based AI techniques. This research review can be considered as a starting point for researchers and developers to learn about the latest research and techniques in detecting oil & gas pipeline leaks. However, in their future work, multiple researchers intend to create systems that can identify the size and location of the leakage. Additionally, since much of the previous research uses hypothetical data sets derived from sensors and other measures, researchers should consider more realistic datasets from an industry as a fundamental direction to develop expert systems. Finally, this research may aid the researchers in selecting the best techniques and models to build a system to detect oil & gas pipeline leakage.
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