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 The main issue faced by coffee growers is the lack of accuracy in manual sorting. Green 

Bean photos are classified into three categories (dark, green, light) using the 

convolutional neural network approach. This study employs 360 datasets, each 

consisting of 120 data points per class. The CNN model uses a 512×512×3 image as its 

input. The number three represents the use of three specific channels: red, green, and 

blue. RGB is an acronym that represents the colors Red, Green, and Blue. During the 

feature learning phase, the input image is subjected to conversion and pooling 

processes. The convolutions exhibit variations in the utilization of filters and kernel 

sizes. The model was developed utilizing the relay activation function and pooling 

techniques. The dropout technique entails transforming the feature maps derived from 

the pooling layer into a vector shape by flattening them. This study utilized three data 

scenarios: 70:30, 80:20, and 90:10. The number of epochs used for each scenario was 

30. This analysis compared the performance of three optimization algorithms: Adam, 

RMSprop, and Nadam. The optimization model using Adam with a parameter of Epoch 

30 and a data scenario of 80:20 achieved the highest accuracy result of 81.67%. 
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1. INTRODUCTION 

 

Green beans, one of Indonesia's key exports, are currently 

experiencing a fall in demand. This might be attributed to the 

inconsistent quality of the exported green beans, which 

undermines the competitiveness of Indonesian exports. 

Ketakasi Cooperation, our study partner, is a prominent coffee 

exporter in the Jember District. The coffee plantation property 

under management spans a total area of 623 hectares. An 

average co-operative has the capacity to yield 10-12 tons of 

coffee per hectare. The annual harvest amounts to 1.560 tons 

[1]. An issue frequently encountered in enterprises is the 

scarcity of individuals possessing expertise in assessing the 

quality of coffee seeds. Many people experience the drawback 

of lengthy sorting processes, which can lead to worker fatigue 

and decreased accuracy. 

Roasting is a crucial phase in coffee production that seeks 

to convert raw coffee seeds into fully prepared coffee beans. 

The technique entails subjecting coffee beans to temperatures 

ranging from 180℃ to 240℃, depending on the desired level 

of roast, which can vary from light, medium, to dark roast. 

Throughout the roasting process, coffee seeds undergo 

substantial chemical transformations. The amino acids and 

sugars present in the coffee seeds undergo reactions, resulting 

in the creation of several new compounds through the Maillard 

and caramelization processes. These activities are responsible 

for the distinctive aroma and flavor that coffee possesses [2]. 

The categorization of coffee beans after they have been 

roasted has become essential to ensure consistency in the 

quality of the coffee that is produced. Manufacturers may 

guarantee consistent flavor and aroma for consumers by 

categorizing coffee seeds based on roast level and quality, 

thereby ensuring that each batch of coffee fulfills the 

predetermined quality criteria. Post-roasting classification 

enables coffee manufacturers to categorize coffee seeds that 

have been either over or under-roasted, a factor that can have 

a substantial impact on the ultimate flavor characteristics of 

the product [3]. Therefore, this classification is an essential 

measure in ensuring the uniformity and excellence of coffee 

products available in the market. 

The quality of post-roasted green beans can be categorized 

based on their purity and color. The quality of a good green 

bean can be determined by its high purity, which is indicated 

by its vibrant color and absence of any symptoms of damage. 

By considering these aspects, green beans can be categorized 

into three primary qualities: dark, green, and light. An issue 

frequently encountered with the Ketakasi Cooperation is the 

constraint on the experts' ability to categorize the level of 

ripeness of coffee beans after they have been roasted. The 

market demand for post-roasted green beans, particularly 

among coffee firms, exhibits significant variation [4]. There 

are companies who want medium or dark grade. Manual 

classification is challenging due to the difficulty in 

differentiating between groupings of coffee beans that 

encompass several grades such as grey, light, medium, and 

dark. Currently, there is a tool available in the market for 
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categorizing coffee seeds after they have been roasted. 

However, the high price of this tool makes it challenging for 

farmers to afford. The issue can be resolved by the utilization 

of computer vision technology that can rapidly and precisely 

determine the grade of green beans. Prior studies have 

conducted study on the categorization of Green Beans using 

computer Vision. The study employed digital photographs to 

classify coffee seeds based on their RGB (red, green, blue) and 

HSV (hue, saturation, value) color values [5]. 

This research is distinguished by the inclusion of objects, 

datasets, and classes. Researchers aim to enhance accuracy by 

modifying the data scenario and adjusting the number of 

epochs. The CNN approach is now one of the most effective 

deep learning algorithms for image recognition, yielding 

superior results [6]. CNN consists of numerous crucial 

components, specifically convolution layers and pooling 

layers. Some of these components will be organized into a 

deep network architecture and model. A convolution layer is 

composed of numerous weights, while a pooling layer selects 

a sample output from a convolution layer to decrease the data 

rate of the preceding layer [7]. This study conducted a 

comparison of image classification for post-roasting coffee 

beans using a Convolutional Neural Network (CNN) that was 

enhanced using three optimization algorithms: Adam, 

RMSProp, and Nadam [8]. The efficacy of the developed 

model was evaluated using the Confusion matrix. Model 

testing is conducted to determine the ideal settings for CNN 

parameters, such as epoch and data separation sets. 

 

 

2. PREVIOUS RESEARCH 

 

The CNN method is a deep learning technique employed for 

autonomous learning processes in the domains of object 

recognition, categorization, and feature extraction. High 

resolution images with nonparametric distribution models 

demonstrate notable effectiveness [9]. The CNN method 

outperforms in image recognition by replicating the image 

identification system of the human visual cortex, allowing for 

efficient processing of image information [10]. The CNN 

method has been extensively researched by scholars for the 

classification of plants in high-resolution images [11]. 

This study examines image-based detection, specifically the 

classification of images using the convolutional neural 

network (CNN) technique. The dataset consisted of 400 

images, with 80% assigned for training purposes and the 

remaining 20% designated for testing. The study's findings are 

classified into three distinct categories. The employed CNN 

model comprises three convolutional layers. The model 

underwent 10 epochs of training, utilizing a learning rate of 

0.001. The model demonstrated satisfactory performance, 

achieving a validation precision of 0.92 and a loss value of 

0.21. The study attained a training accuracy of 98% and a 

model testing accuracy of 76%. 

Further investigation was carried out by Yanto et al. [12]. 

This study seeks to evaluate and compare the performance of 

two architectures, EfficientNetB1 and EfficientNetB0, in 

conjunction with two optimizers, RMSprop and SGD 

optimizer. The dataset comprises 8976 images, classified into 

6 distinct categories. The data scenarios are divided into a ratio 

of 7:1:2. The results demonstrate that the EfficienteNetB0 and 

EfficienceNetB1 models achieved the highest accuracy rates 

of 0.9955 and 0.9949, respectively, with the utilization of the 

RMSProp optimization technique. The optimization of 

EfficientNetB0 resulted in an accuracy of 0.918, whereas 

EfficientNetB1 achieved an accuracy of 0.9079 when 

compared to using SGD. 

This study investigates the application of the CNN method 

for classifying the maturity of sweet orange fruit using color 

brightness levels [13]. The CNN model utilizes a solitary 

convolutional layer. The dataset comprises 100 images 

classified into two distinct categories. The training process 

yielded a plot loss value of 0.1563. The dataset used for 

training and testing comprised 250 data points. The training 

data achieved an accuracy of 96%, while the test data achieved 

an accuracy of 92%. The training process terminated after 50 

epochs. This study's findings effectively differentiate the 

orange fruit with accuracy. 

A follow-up study was conducted by LeCun and Bengio 

[14] entitled "Plasmodium Parasite Detection on Microscopic 

Imaging of Blood Removal with Deep Learning Methods." 

This study investigates the origins and causes of malaria. The 

CNN architecture uses a three-layer convolutional structure 

and is trained on a dataset of 27,560 images divided into two 

classes. The CNN model underwent evaluation with multiple 

optimization algorithms, such as Adam, Nadam, SGD, 

RMSProp, Adamax, AdaDelta, and AdaGrad. Adam 

optimization achieved a peak accuracy of 99.18%. The study 

utilized a CNN model with an image input size of 512×512×3. 

The number three symbolizes the three image channels: red, 

green, and blue (RGB). During the feature learning phase, the 

input image is subjected to convolution and pooling processes 

[15, 16]. The convolutions differ in the number of filters and 

kernel sizes used. The subsequent step involves implementing 

the relay activation and pooling functions. Dropout is a 

technique that involves transforming a feature map, which is 

produced by a pooling layer, into a vector format. This phase 

is commonly known as a fully connected layer. 

Previous research indicates that CNN models could 

accurately classify images. To enhance accuracy, one can 

employ optimization methods and select ideal epoch 

parameters and data set proportions. A study was conducted to 

compare three optimization strategies for coffee seed 

classification to identify the best effective approach for 

classifying post-roasting coffee seeds. An evaluation of epoch 

parameters and the ratio of datasets was conducted to 

determine the most optimal parameter values. 

 

 

3. RESEARCH METHOD 

 

3.1 Dataset collection 

 

The data will be collected in two phases: acquisition and 

augmentation. Data acquisition involves converting data into 

a digital format suitable for computer processing. Data was 

initially gathered through photographs of coffee seeds. This 

study employed 120 datasets, which were categorized into 

three classes: dark, green, and light/medium. The image was 

obtained by adjusting the camera settings manually to 

maintain a consistent range of image values and illumination. 

The photograph was taken with a white background to enhance 

the CNN model's interpretation of the image's pixel data [17]. 

Once the entire dataset has been gathered, it will be essential 

to manually crop the dataset into square shapes. This cropping 

process aims to decrease the image size and enhance 

computational efficiency. The complete dataset will be cleared 

in the background to enhance accuracy [18]. Figure 1 
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illustrates a sample image dataset after the cropping process 

has been completed. 

Data augmentation is a technique employed to alter data in 

a manner that enables a computer to identify the manipulated 

gamma in a distinct image, while retaining the fundamental 

attributes of the original image. The augmentation process 

comprises multiple transformations, such as rescaling the 

image by a factor of 1/255, horizontal flipping, rotating the 

image with a scale of 40, shifting the width and height, 

applying shear, and zooming with scales of 0.2. 

 

3.2 Implementation of convolutional neural network 

model (CNN) 

 

After data collection, the next step is to train the 

convolutional neural network (CNN) model. CNN generally 

comprises two primary stages: feature learning and 

classification. The CNN model accepts a 512×512×3 image as 

input, with the three channels corresponding to red, green, and 

blue. RGB is an acronym that represents the colors Red, Green, 

and Blue. During the feature learning phase, the input image 

is subjected to convolution and pooling operations. The design 

includes five convolution layers. The convolutions exhibit 

variations in the utilization of filters and kernel sizes. The 

subsequent step involves implementing the relay activation 

and pooling functions [19]. The dropout technique is 

implemented following the flattening process, where the 

feature maps obtained from the pooling layer are transformed 

into a vector shape. This phase is commonly referred to as the 

fully connected layer. The architectural design of this study is 

depicted in Figure 1, following the CNN methodology. 

 

3.2.1 Convolutional layer 

The convolution layer is an initial step in the CNN model, 

where convolution refers to the repetitive application of a 

function to the output of another function. Convolution 

operations involve the manipulation of two functions that take 

real values as arguments. At this stage, convolutions are 

applied to the output of the preceding layer using the 

convolutions operation [20]. This technique utilizes output 

functions as feature maps for the input image. The procedure 

of the convolutional layer is illustrated in Figure 2. 

 

3.2.2 Activation layer 

The activation layer function is utilized to ascertain the 

activation status of a neuron, which is contingent upon the 

magnitude of input weights. Deep learning typically utilizes 

several activation functions such as Tanh, ReLU, algebraic 

sigmoid, Leakly ReLU/PReLU, sigmoids, Randomized Leakli 

ReLu, Exponential Linear, and ReLU noisy units [17]. The 

activation layer utilized in this study is the Rectified Linear 

Unit (ReLU) function. The ReLU activation function can be 

observed in Figure 3. 

 

 
 

Figure 1. CNN architectural planning 

 

 
 

Figure 2. The procedure of the convolutional layer 
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Figure 3. ReLU activation 

3.2.3 Pooling layer 

The pooling layer is positioned subsequent to the 

convolution layer. The layer comprises a filter and a stride of 

a specific magnitude, which are thereafter applied in an 

alternating manner throughout the pixel region of the feature 

map. This study will employ the technique of max pooling. 

The outcome of the pooling procedure is a matrix that is shown 

in Figure 4. 

Figure 4. Pooling procedure 

3.3 Model testing 

Model testing is an essential step in assessing the 

performance of the developed CNN algorithm. The testing 

phase involves evaluating a model during its training stage. In 

this phase, the models are tested using diverse images to 

evaluate their accuracy in image classification. Currently, 

coffee seed classification involves making parameter 

adjustments to achieve the best possible outcomes. Parameter 

change refers to modifications in the data scenario and the 

number of epochs. This study examines three different data 

scenarios: (0.7:0.2:0.1), (0.8:0.1:0.1), and (0.6:0.3:0.1). 

Additional model testing is performed to compare the 

accuracy of each model and identify the model that exhibits 

the highest level of precision stability. The Eq. (1) describes 

the calculation used to determine the accuracy of the model. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
ΣPrediction is True

Σdata
(1) 

4. RESULT AND DISCUSSION

4.1 Model testing 

This study utilizes a total of 360 datasets, with an equal 

distribution of 120 datasets in each class. The initial step 

involves organizing the dataset by uploading it to Google 

Drive. The dataset should be divided into three folders based 

on their respective classes: dark, green, light, and medium. The 

subsequent procedure involves partitioning three folders 

containing distinct data scripts into ratios of 70:30, 80:20, and 

90:10. The splitfolder function will be used in the prose to 

implement this division. The data will be divided into a new 

folder named "data_classification_seed_copy_1" according to 

the specified ratio provided in the input. After performing the 

split, a new directory will be created, consisting of two 

subdirectories named "train" and "val". These subdirectories 

contain datasets with predetermined ratios. The subsequent 

phase involves employing data augmentation techniques to 

ensure that the computer can accurately detect a variety of 

images during the training process. 

The data augmentation process is applied to the training 

data, which involves rescaling to 1/255, horizontal flipping, 

rotation with a scale of 40, width shifting, height shifting, 

shearing, and zooming with a scale of 0.2. The data source for 

the train_dir variable is determined during the augmentation 

process. The data used for analysis is sourced from the 

data_classification_biji_copy_1 dataset. The variable 

batch_size represents the number of images that are inserted 

during each step of the training process, which is set to 15 

images. The color_mode variable represents the color filter 

applied to the RGB color model. The variable "class_mod" is 

categorical. During the data training process, the shuffle 

variable is set to True, resulting in random selection. 

The CNN architecture implementation involves five 

convolutional layers, each with filters of 16, 32, 64, and 128. 

The data source is defined prior to this implementation. The 

CNN architecture is employed during the training phase to 

achieve an optimal model. The input image is a customized 

photo of coffee beans with dimensions of 512px×512px and 

three-color channels: Red, Green, and Blue (RGB). In the 

initial convolution, a 3×3 kernel and 16 filters were utilized for 

the filtering process. Stride refers to a filter shift of 1 pixel in 

both the horizontal and vertical directions. Next, employ the 

Rectified Linear Unit (ReLU) activation function to assign a 

value of 0 to any negative pixel. Next, apply MaxPooling to 

the pool using a kernel size of 2 pixels by 2 pixels and a stride 

size of 1 pixel. Pooling is a downsampling technique that 

reduces the input size by selecting the maximum pixel value 

within a kernel shift. This results in a smaller matrix. The 

second conversion process is like the first conversion process, 

but it varies in terms of input and the quantity of filters used. 

This process utilizes the output of the initial convergence 

process as input, with a filter size of 32. The third conversion 

process closely resembles the first convention process, as it 

utilizes the outputs of the second convergency process as its 

inputs. A total of 64 filters are employed for filtering, resulting 

in an image output of the same dimensions. This is due to the 

absence of pooling in the third convolutional process. The 

fourth conversion procedure is like the first, with the only 

difference being the use of output from the sequential 

conversion layer process as input. 

The dropout technique is a method used in neural networks 

where a random subset of neurons is selected and utilized 
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during the learning process. The dropout rate employed in this 

technique is typically set at 0.5. The flatten process transforms 

a pixel, obtained through dropout, into a 1-dimensional vector 

or matrix. The process involves three fully connected layers, 

with output sizes of 128 and 512 pixels for two of the layers. 

The ReLu activation function is utilized in these layers. After 

constructing the Convolutional Neural Network (CNN) model, 

the next step is to compile it. A model will be prepared for 

training. Three variables are used in compiled models. The 

method employs the categorical_crossentropy loss function to 

calculate the loss value. This study employs three optimization 

techniques, specifically Adam, RMSprop, and Nadam, using a 

learning rate of 0.0001. This study employed accuracy as the 

primary metric for calculation. Upon completion of model 

compilation, the training process is initiated. Machine learning 

employs pre-existing convolutional neural network (CNN) 

algorithms to effectively preserve class patterns during 

training. 

 

4.2 Testing the epoch parameter 

 

An epoch refers to the completion of one full cycle of the 

training process in a neural network, where the entire dataset 

is passed through both the forward and backward passes. 

However, due to the requirement of processing the entire 

dataset, the duration to complete one epoch in this neural 

network is considerably long. The batch size refers to the 

number of data samples allocated to the neural network. In this 

study, a batch size of 15 was utilized. 

Data scenarios consist of datasets that are partitioned into 

training data and validation data. This study utilized a total of 

360 data points, with each class containing 120 data points. 

The data will be trained using three different data scenarios: 

70:30, 80:20, and 90:10. Each scenario will be trained for 20, 

30, and 50 epochs. Additionally, three different optimization 

algorithms will be used: Adam, RMSprop, and Nadam. 

 

4.2.1 Data training using epoch 20 

The training results, including epoch, data scenarios, and 

the use of optimization, were analyzed using graphical 

visualization on Google Colab. The objective was to determine 

whether the model is well-fitted, underfitted, or overfitted. 

Underfitting refers to a situation in which both the training 

accuracy and validation accuracy values are low, while the 

loss values are high. Overfitting is characterized by high 

training accuracy, low validation accuracy, and high loss 

values. A model is considered good or accurate when the 

orange and blue lines remain parallel, indicating high training 

accuracy and high validation values, while maintaining low 

losses. 
 

 
 

Figure 5. Training and validation accuracy on epoch 20 data scenario 90:10 
 

Table 1. Training results using epoch 20 
 

Optimization 

Scenario 

(Training: 

Validation) 

Validation 

Accuracy 

Validation 

Loss 

Adam 

70:30 

80:20 

90:10 

85.19% 

79.17% 

75.00% 

0.4063 

0.6247 

0.4570 

RMSprop 

70:30 

80:20 

90:10 

84.26% 

79.17% 

86.11% 

0.5360 

0.4792 

0.5010 

Nadam 

70:30 

80:20 

90:10 

88.89% 

79.17% 

83.33% 

0.4245 

0.5092 

0.3779 
 

Figure 5 shows that the validation accuracy results on the 

optimization of Adam, the optimisation of RMSprop and the 

optimization of blemish are the same, i.e. 79.17%. On the 

model there are still fluctuating changes in the training 

accuracy as well as validation accuracy. On the third training 

data below are the results of validation accuracy with epoch 

20 and the data scenario 90:10 as shown in Figure 5. The 

results of the entire training using the data of epoch 20 can be 

seen in Table 1. 

Validation accuracy is obtained by testing the model using 

the validation of data derived from the split data set based on 

the data scenario and the use of its optimization. Based on 

Table 1, the highest validation accurate result is achieved with 

the optimization of the blur in the 70:30 scenario, which is 

88.89%, but the best validation loss is in the 90:10 scenario of 

the data blur optimization which is 0.3779. It can also be seen 

on the optimization of the Adam by looking at the surface 

distance on the graph between the train data and the validation 

data is very good which potentially avoids underfitting even if 

the accuracy is still below the blur. Thus, it can be concluded 

that in epoch 20 with a scenario of 70:30 blur optimization is 

able to obtain the highest accuracy result and the best loss 

value, but in adam optimization here it is capable of producing 

the most stable graphics. 

 

4.2.2 Data training using epoch 30 

Figure 6 illustrates the validation loss outcomes for different 

optimization techniques. The smooth optimization approach 

achieved the most favorable result with a value of 0.1769. In 

comparison, the RMSprop optimization yielded a validation 

loss of 0.2354, while the Adam optimization exhibited the 

poorest performance with a validation loss of 0.2415. The 

model exhibits fluctuating changes in both training loss and 

validation losses. However, the optimization techniques of 

Adam and RMSProp appear to indicate underfitting. Table 2 

displays the outcomes of the complete training data after 30 

epochs. 
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Figure 6. Training and validation loss on epoch 30 data scenario 90:10 

 

 
 

Figure 7. Training and validation loss on epoch 50 data scenario 70:30 

 

 

Table 2. Training results using epoch 30 

 

Optimization 

Scenario 

(Training: 

Validation) 

Validation 

Accuracy 

Validation 

Loss 

Adam 

70:30 

80:20 

90:10 

87.96% 

77.78% 

91.67% 

0.4250 

0.6891 

0.2415 

RMSprop 

70:30 

80:20 

90:10 

76.85% 

56.94% 

94.44% 

0.6140 

0.9552 

0.2354 

Nadam 

70:30 

80:20 

90:10 

67.59% 

88.89% 

97.22% 

0.7856 

0.4163 

0.1769 

 

Table 2 shows that the best validation accuracy and 

validation loss results are obtained on smooth optimization 

with a scenario of 90:10, which is 97.22% validation accuracy 

and 0.1769 validation losses. Seeing from the graph on the 

smooth optimization in epoch 30 this looks better than the 

optimization of Adam or RMSprop, seen in the surface 

distance on the graph between data train and data validation 

more stable that minimizes the occurrence of over fitting or 

underfitting. 

 

4.2.3 Data training using epoch 50 

Figure 7 shows that the highest validation accuracy is 

94.44%, then RMSprop optimization is 91.67% and the lowest 

optimization of Adam is 69.44%. Here is the validation loss 

result with epoch 50 and the 70:30 data scenario shown in 

Figure 6. 

Figure 7 illustrates the validation loss results for different 

optimization methods. The Adam optimization achieved the 

best result with a loss of 0.3094, followed by RMSprop with a 

loss of 0.5145. The least effective optimization method was 

observed to be 0.7041. The model exhibits ongoing 

fluctuations in the validation loss. Figure 7 displays the 

validation loss for epoch 50 in the 80:20 data scenario. The 

results of the entire training data using epoch 50 can be seen 

in Table 3. 

 

Table 3. Training results using epoch 50 

 

Optimization 

Scenario 

(Training: 

Validation) 

Validation 

Accuracy 

Validation 

Loss 

Adam 

70:30 

80:20 

90:10 

91.67% 

70.83% 

69.44% 

0.3094 

0.6926 

0.7777 

RMSprop 

70:30 

80:20 

90:10 

81.48% 

94.44% 

91.67% 

0.6140 

0.9552 

0.2354 

Nadam 

70:30 

80:20 

90:10 

71.30% 

79.30% 

94.44% 

0.7041 

0.5691 

0.2053 

 

Table 3 demonstrates that the optimal validation accuracy 

and validation loss outcomes are achieved through smooth 

optimization with a 90:10 scenario, yielding a validation 

accuracy of 94.44% and a validation loss of 0.2053. At epoch 

50, there is a noticeable fluctuation in the surface distance 

between the training and validation data on the graph. This 

indicates a potential issue of overfitting or underfitting, despite 

the higher accuracy and decreasing loss value. The model's 

training results alone cannot determine the best model in this 

research. To assess the accuracy of the optimal model, 

researchers must also conduct testing using new data, in 

addition to the data used for training and validation. 

 

4.3 Compare optimization model 

 

The testing process aimed to assess the accuracy of the 
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model by utilizing a set of 60 images, with 20 images 

representing each class. The results of model testing using data 

scenarios are presented in the following confusion matrix. The 

test results were obtained by utilizing epoch 30 on a data 

scenario with a 80:20 split. 

Table 4 demonstrates that while utilizing 60 new photos in 

each optimization and epoch 30 in the 80:20 data scenario, the 

model achieved proper testing data for 49 images in the 

optimization, 46 images with RMSprop optimization, and 42 

images with blur optimization. 
 

Table 4. Confusion matrix using epoch 30, data scenario 

80:20 
 

Optimization Confusion Matrix 
Prediction Class 

Dark Ripe Over Ripe 

Adam Real Class 

Dark 16 1 3 

Ripe 5 18 2 

Over ripe 0 0 20 

RMSprop Real Class 

Dark 11 8 1 

Ripe 2 17 1 

Over ripe 0 4 16 

Nadam Real Class 

Dark 16 2 2 

Ripe 5 12 3 

Over ripe 6 0 14 
 

Table 5. Test results for all models 
 

Optimization Epoch Scenario Data Accuracy 

Adam 

20 

20 

20 

30 

30 

30 

50 

50 

50 

70:30 

80:20 

90:10 

70:30 

80:20 

90:10 

70:30 

80:20 

90:10 

75.00% 

75.00% 

58.33% 

80.00% 

81.67% 

76.67% 

73.33% 

63.33% 

56.67% 

RMSprop 

20 

20 

20 

30 

30 

30 

50 

50 

50 

70:30 

80:20 

90:10 

70:30 

80:20 

90:10 

70:30 

80:20 

90:10 

75.00% 

56.67% 

78.33% 

78.33% 

76.67% 

63.33% 

55.00% 

66.67% 

60.00% 

Nadam 

20 

20 

20 

30 

30 

30 

50 

50 

50 

70:30 

80:20 

90:10 

70:30 

80:20 

90:10 

70:30 

80:20 

90:10 

71.67% 

55.00% 

70.00% 

58.33% 

70.00% 

75.00% 

65.00% 

60.00% 

58.33% 

 

The third test of the optimization technique yielded the 

following results, as shown in Table 5: The Adam optimizer 

has exceptional performance in the early epochs (20) for both 

the 70:30 and 80:20 data scenarios, with an accuracy of 75% 

in both instances. Nevertheless, as the ratio of testing data 

climbs to 90:10, there is a notable decline in accuracy. When 

the number of epochs is increased to 30, the accuracy improves 

for the 70:30 and 80:20 situations. However, there is a drop in 

accuracy when the number of epochs is further increased to 50. 

The RMSprop optimizer consistently achieves high 

performance when trained for 20 and 30 epochs, using a data 

split scenario of 70:30 and 80:20. During epoch 20, this 

optimizer gets the highest accuracy of 78.33% in the 90:10 

scenario. The correlation between the increase in the number 

of epochs and the improvement in accuracy seems to be 

inconsistent. The Nadam optimizer algorithm has varied 

outcomes, achieving a peak accuracy of 75% after 30 epochs 

in a data situation where the training and testing data are split 

in a 90:10 ratio. Like RMSprop, the accuracy diminishes as the 

number of epochs increases for the 70:30 and 80:20 data 

scenarios, suggesting that more epochs do not always lead to 

better performance. 

 

 

5. CONCLUSIONS 

 

Based on testing result the model that achieves the highest 

accuracy when using new data is the one that utilizes the 

optimization technique called Adam at epoch 30 and the data 

scenario 80:20. This model achieves an accuracy of 81.67%. 

Across all situations, there is a consistent trend of diminishing 

accuracy as the proportion of test data increases. This indicates 

the significance of acquiring a larger amount of training data 

to achieve more precise models. Moreover, the inclusion of 

epoch numbers does not necessarily correlate with a rise in 

accuracy. To enhance future study, it would be advantageous 

to explore the fundamental elements that contribute to the 

diverse levels of precision among different optimization 

strategies and data circumstances. Additional research could 

investigate the influence of supplementary hyperparameters, 

such as learning rates or batch sizes, on the performance of the 

model. 
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