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Ginger, a vital herbal commodity, experiences low yield rates, necessitating intensive 

cultivation and rigorous evaluation by farmers to ensure financial viability and 

alignment with market demands. This study was conducted to devise a harvest 

forecasting system that supports decision-making through minimal error rates by 

comparing double exponential smoothing (DES) and long short-term memory (LSTM) 

forecasting methods. The efficacy of these methods was assessed through a series of 

trials, analyzing data collected from 2015 to 2019, comprising 250 datasets. The 

evaluation focused on two primary metrics: the Mean Absolute Percentage Error 

(MAPE) and the Root MSE (RMSE), to determine the precision of forecast models. It 

was observed that the LSTM model outperformed the DES method, yielding a MAPE 

of 38.99% and an RMSE of 1244.85432, in contrast to the DES method which resulted 

in a MAPE of 43.49% and an RMSE of 12997.34261, at an alpha level of 0.4 and an 

optimal beta of 0.1. Given these findings, the LSTM model is recommended for the 

forecast of ginger yields due to its superior accuracy and lower standard error compared 

to the DES method. This comparative analysis underscores the importance of selecting 

appropriate forecasting models to enhance agricultural planning and productivity, 

particularly in crops with fluctuating yields such as ginger. 
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1. INTRODUCTION

The agricultural sector has considerable economic potential. 

However, the potential for agricultural products, especially 

ginger, is still relatively low. Therefore, farmers need to plan 

the yields obtained to avoid substantial losses and meet market 

demand. This leads to systems that help them in decision-

making and future planning, such as a forecasting system 

using past track record data [1]. Forecasting is the prediction 

of future results to meet precise and appropriate targets [2]. 

This research on forecasting the yield of ginger plants helps 

farmers make plans and meet market demand greatly. 

To overcome the above problems, this research requires a 

forecasting method to produce accurate predictions. Some 

previous research has applied forecasting methods. Chung and 

Kim [3] compared the Single Exponential Smoothing (SES) 

and Artificial Neural Network (ANN) methods, and found that 

the Mean Square Error (MSE) value of SES was lower 

compared to that of the ANN method. In addition, they 

developed the DES method for efficient jitter compensation, 

which showed that DES-based schemes ran about 100 times 

faster than Extended Kalman Filter (EKF)-based methods and 

19 times faster than Kalman Filter (KF)-based methods. 

Siregar and Wibawa [4] compared the DES and ANN methods 

with the SES process on data input for foreign currency 

exchange, and found that the MAPE results were 53% with an 

execution time of 561 seconds. Therefore, it can be concluded 

that the DES method is better than SES for improving ANN 

performance for forecasting foreign currency exchange rates. 

In 2020, Regina and Jodiawan [5] forecasted Fast Moving 

Consumer Goods using time series forecasting and compared 

it with the Autoregressive Integrated Moving Average Model 

(ARIMA), moving average (MA), DES, and linear regression 

(RL) methods. The results of this study indicate that the DES 

method has the smallest MAPE value among the three, with 

optimal alpha and gamma. In addition to statistical forecasting 

methods, machine learning methods have also been studied. 

The machine learning method is an algorithm that allows users 

to find and describe structural patterns in data so that the 

structural patterns can be used [6]. LSTM is one of the time-

series forecasting methods of the deep learning group based on 

Recurrent Neural Network (RNN) with good accuracy. 

Several studies have used the LSTM method as a time series 

forecasting method. Shankar et al. [7] compared the LSTM 

method with seven different time series forecasting methods, 

such as ARIMA, simple exponential smoothing, Holt-Winter's, 

error-trend-seasonality, trigonometric regressors (TBATS), 

neural networks and hybrid ARIMA for container forecasting 

that Sonali Shankar developed. This study shows that the 

accuracy of the LSTM method outperforms the seven methods 

in long-term forecasting. In addition, Bathla [8] predicted 

stock prices and found that the LSTM method provided better 
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accuracy than Support Vector Regression (SVR). Agarwal and 

Tarar [9] also found that deep learning methods, such as 

LSTM, yielded higher accuracy compared to machine learning 

algorithms for crop prediction, and achieved clear information 

regarding the amount of soil materials required by removing 

them separately. 

Some of these studies indicate that the accuracy of the 

LSTM and DES methods has a small error value in forecasting 

[10]. However, both methods have weaknesses, requiring a lot 

of data and regular maintenance. This takes quite a while to 

produce accurate predictions. Therefore, it is necessary to 

compare the two to find patterns with a small error rate. This 

study uses seasonal data to compare the LSTM and DES 

methods for predicting ginger yields in Madura. When 

changes occur repeatedly over a certain period, it creates 

seasonal data. With these two methods, a forecasting model 

can be selected as the best and most accurate method for 

predicting ginger yields. This study aims to find the best way 

to provide accurate forecasting results using the LSTM and 

DES methods via error measures, such as MAPE and RMSE 

values. After knowing the suitable model for predicting ginger 

yields, forecasting results can undoubtedly be obtained, which 

can reduce the accumulation of excess profits from erratic 

consumer demand and reduce losses experienced by ginger 

farmers in Madura. 

 

 

2 PRELIMINARIES 

 

2.1 Literature review 

 

The crop yield forecasting literature is quite extensive. 

Therefore, it is possible to find forecasting methods for 

systematic and pragmatic prediction through previous relevant 

data. Forecasting methods can be used to recognize the 

elements of data that affect the amount of deviation due to 

unexpected factors. Many studies have compared several 

forecasting models to find a suitable model to predict crop 

yields, such as least squares [11, 12], SES [13], winter 

exponential smoothing [14], weight moving average [15], and 

ARIMA [16]. However, these models are not accurate at 

predicting variables. In 2022, Asrul [17] used the DES method 

to predict potato vegetable yields, which met the annual potato 

crop production as a material for consideration and the amount 

of potato production for subsequent market demand was 

recommended. Therefore, this method can improve 

forecasting by smoothing the average previous value of time 

series data in a decreasing (exponential) way. This can provide 

accurate short-term forecasting, and is easily adapted to 

changes in data without requiring a lot of data [18]. 

In addition to the DES method, the LSTM method also has 

advantages in forecasting time series data, which can be used 

to overcome long-term dependencies on the input [19]. In 

addition, LSTM also has a memory block that determines 

which value is selected as the output, which is relevant to the 

given input [20]. Several studies have been conducted in the 

domain of agricultural forecasting, specifically ginger yield 

prediction. Elpawati et al. [21] analyzed the relationship 

between ginger-exporting countries, such as Indonesia, China, 

India, and the Netherlands, using the Value at Risk/Vector 

Error Correction Model (VaR/VECM) method. It was found 

that Indonesia's ginger exports increased by 92%, followed by 

the Netherlands (7%), China (0.2%), and India (0.8%). Apart 

from that, Das et al. [22] forecasted ginger production in 

Bangladesh, and tested the performance of eight trend models 

using the coefficient of determination (R2) and adjusted R2. 

This research shows that the compound growth rate of ginger 

production is 1.019 per year. 

This study tries to compare the accuracy of the DES and 

LSTM methods in predicting ginger yields based on the nature 

of the composition, forecasting time, and data patterns. The 

MAPE and RMSE approaches are used to measure accuracy. 

The best forecasting result is based on the level of prediction 

error. The smaller the error rate, the more precise a method is 

in prediction [23]. 

 

2.2 Data collection 

 

This study uses the data on ginger crop yields in the Madura 

Region in 2015-2019, which was obtained from the 

Department of Agriculture and Food Security in Pamekasan, 

Madura, after determining the quantity of the ginger harvest 

through observation. The ginger harvesting process in Madura 

is carried out once a week from January to December each year 

so that approximately 250 datasets are obtained, as shown in 

Table 1. The yield of the ginger commodity fluctuates from 

year to year, as shown in Figure 1. This original data consists 

of yields, years and names of the ginger-producing areas. 

Before data processing, the data was plotted first to determine 

the pattern of data flow, making forecasting easier. This data 

processing aims to ensure that the raw data obtained can be 

analyzed and conclusions can be drawn easier. Based on the 

data plot in Figure 1, which shows actual harvest data, it can 

be concluded that the data distribution is seasonal. In this 

research, raw data was obtained before analysis. Therefore, the 

data was preprocessed first, aiming to clean the data from 

distorted and missing values. This process is highly valid for 

providing accurate output for forecasting ginger harvest yields. 

 

 
 

Figure 1. Data on ginger commodity yields 
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Table 1. Sample dataset of ginger plant harvesting 

 

No. Region Year Ginger Crop Yield (kg) 

1 Arosbaya 2015 48347 

2 Bangkalan 2016 49554 

3 Blega 2017 19705 

4 Burneh 2018 15960 

5 Galis 2019 35468 

6 Ambunten 2015 38602 

7 Arjasa 2016 42956 

8 Batang-batang 2017 45087 

9 Batuan 2018 30961 

10 Batuputih 2019 24931 

…. ……. …. …….. 

225 Galis 2015 36303 

226 Ambunten 2016 37905 

227 Arjasa 2017 47622 

228 Batang-batang 2018 25870 

229 Batuan 2019 22023 

230 Batuputih 2015 19519 

231 Banyuates 2016 14634 

232 Camplong 2017 32276 

233 Jrengik 2018 19229 

234 Lenteng 2019 12407 

… … … … 

 

To predict ginger yields, a time-series forecasting method 

was used. This means that the data is presented based on the 

time of occurrence without indicating the factors that influence 

it. The time series method is a quantitative prediction, which 

is based on the analysis of the pattern of relationships between 

the variables to be searched (dependent) and the variables that 

affect them (independent), and changes from time to time, 

such as weeks, months, quarters, semesters, and years. 

According to the study of Estiningtyas et al. [24], ginger 

production is influenced by the abiotic environment, including 

all living things, such as pests, pathogens, and weeds, which 

interfere with ginger cultivation. Furthermore, the collected 

data was analyzed by comparing forecasting methods. 

 

2.3 Forecasting method 

 

Forecasting is an approach to predicting the possibilities for 

future situations by testing data that occurred in the past [25]. 

It predicts event history data or events in the business sector. 

The importance of forecasting is that it influences someone in 

making decisions and can also be used as a basis for long-term 

planning efforts in an organization [26]. Forecasting is usually 

divided into three types, such as short-term, medium-term, and 

long-term [27]. Short-term forecasting is usually used to 

predict events using periods of the next day, week, or month 

[28]. Medium-term forecasting is a forecasting approach that 

utilizes time data from one year to two years into the future 

[29]. Finally, long-term forecasting aims to find out events 

more than two years in the future. Usually, this forecasting 

uses a time series method which is based on historical data and 

predicts future event data as output [30]. The purpose of 

forecasting is to reduce the risk in conditions of uncertainty 

about something that might happen in the future, thereby 

minimizing this uncertainty. According to the study of Wang 

and Chaovalitwongse [31], the approach through forecasting 

or forecasting methods is divided into two parts, i.e., 

quantitative and qualitative methods. Qualitative methods are 

used when no sufficient previous data is available. In other 

words, this method can be used as a basis for consideration in 

making decisions for forecasting cases with previous data. 

However, if a lot of previous data is available and meets the 

criteria, then forecasting with quantitative methods is more 

effective than qualitative ones [32]. Forecasting using 

quantitative methods has several requirements. For example, 

previous data is available, can be quantified, and has the same 

trend as future data [33]. To find patterns in the past series and 

extrapolate these patterns in the future by analyzing the data, 

this study compares the DES and LSTM methods as a 

reference for predicting future values. 

 

2.4 DES (Holt) 
 

DES is a linear model proposed by Afiyah et al. [18]. In the 

DES method, the smoothing process is carried out twice. In 

principle, Holt's linear and exponential smoothing methods 

use the multiple smoothing formulae directly [34]. Instead, 

Holt decides on a seasonal value with parameters different 

from the two used in the original series. The trend is a 

smoothed estimate of the average growth at the end of each 

period [35]. Forecasting Holt's linear and exponential 

smoothing has several steps [36]: 

(i) The first smoothing value is determined. 

 

𝑆𝑡
′ = 𝛼𝑋𝑡 + (1 − 𝛼)𝑆𝑡

′ (1) 

 

(ii) The second smoothing value is determined. 

 

𝑆𝑡
′′ = 𝛼𝑆𝑡

′ + (1 − 𝛼)𝑆𝑡
′′ (2) 

 

(iii) The constant value (αt) is determined. 

 

𝛼𝑡 = 𝑆𝑡
′ + (𝑆𝑡

′ − 𝑆𝑡
′′) = 2𝑆𝑡

′ − 𝑆𝑡
′′ (3) 

 

(iv) The slope value (βt) is determined. 

 

𝛽𝑡 =
𝛼

1 − 𝛼
(𝑆𝑡

′ − 𝑆𝑡
′′) (4) 

 

(v) The forecasting value is determined. 

 

𝐹𝑡+𝑚 = 𝑆𝑡
′ + 𝑡𝑡𝑚 (5) 

 

where, 𝑥𝑡 is the demand data in period t, 𝑆𝑡
′ is the SES value, 

tt is the trend value in t, α and β are the intermediate smoothing 

parameters ranging between 0-1, 𝐹𝑡+𝑚 is the forecasting of m 

periods, and m is the number of future periods to be forecast. 

The 𝑆𝑡
′ parameter is a basic and pragmatic technique used 

for forecasting with time series anticipation that estimates only 

the level components. Meanwhile, 𝑆𝑡
′' is specifically for trends 

in univariant time series which can help change trends over 

time in different ways, either in a linear trend or an exponential 

trend. 𝛼𝑡  is the level smoothing factor and 𝛽𝑡  is the trend 

smoothing factor with the best trend estimate at time t. 
 

2.5 Deep learning LSTM 
 

Deep learning is a branch of machine learning that uses a 

deep neural network to solve problems [37]. Neural networks 

are inspired by how neurons work in the human brain. Each 

neuron in the human brain is interconnected and information 

flows from and between each of these neurons [38]. In deep 

learning, the network consists of several layers which are 

collections of nodes [39]. A node becomes the place where 

calculations occur. Compared to neural networks, deep 

learning has more hidden layers, such as more than three 

(including input and output), or even up to hundreds. LSTM is 
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often used to overcome deficiencies found in RNNs, which are 

the phenomenon of the magnitude of the gradient disappearing 

[40]. LSTMs use larger data sets and all data information as 

input to build deep networks. LSTM has three gates that 

control the use and updating of past text information, namely, 

the input gate, forget gate, and output gate [41]. There are 

several steps in LSTM among others [42]:  

(i) Calculation of forget gates (𝑓𝑡). The value of the forget 

gate is between 0 and 1, as shown in Eq. (7). Information that 

is not needed for the cases being managed is removed using 

the sigmoid function (σ);  

(ii) Calculation of cell states ( 𝑐𝑡) . The tanh activation 

function is used, which forms a new context candidate, as 

shown in Eq. (8);  

(iii) Calculation of the gate output (𝑜𝑡). Sigmoid (𝜎) is used 

to generate output values and process cell state (𝑐𝑡) on tanh 

activation, as shown in Eq. (9). 

 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑡) (7) 

 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑖] + 𝑏𝑖 

𝑐𝑡̂ = tanh (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐 
(8) 

 

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑖−1 + 𝑖𝑡 ∗ 𝑐̂𝑡 

𝑜𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0 

ℎ𝑡 = 𝑜𝑡 tanh(𝑐𝑡) 

(9) 

 

Before the model was trained, the parameters needed for the 

LSTM model were determined. The hidden state process in 

LSTM goes through four gates, namely, the forget gate, the 

input gate, the cell state and the output gate. The forget gate is 

the first gate that the input passes through using a sigmoid 

activation function or a sigmoid gate. The hidden state 

determines the gate input value. At the input gate, the value of 

the new candidate cell state is calculated and obtained using 

the tanh activation function. Meanwhile, the gate output uses 

the sigmoid activation function. The gate output value is used 

to generate a new hidden state value along with the cell state 

value. 

 

2.6 Evaluation method 

 

According to the study of Peñaloza et al. [43], the accuracy 

of the forecasting results can be seen from the large difference 

between the actual and estimated values of the forecasting. 

The accuracy value is the difference between the actual and 

forecast results. The residual value is obtained by measuring 

the accuracy of forecasting results, i.e., MAPE and RMSE. 

MAPE is the absolute average percentage error for evaluation 

calculations in measuring the precision or accuracy of a 

prediction [44]. MAPE is calculated using the absolute error 

for each period divided by the real observed value for that 

period. The general formula for MAPE can be seen in Eq. (10) 

[45]. The smaller the MAPE value, the more accurate the 

forecasting model [46]. RMSE is the root result of the average 

square of the difference between actual and predicted data, as 

shown in Eq. (11) [7]. 

 

𝑀𝐴𝑃𝐸 = ∑ |
𝑦𝑖 − 𝑦̂𝑖

𝑦̂𝑖

| 𝑥100%

𝑛

𝑡=1

 (10) 

 

where, 𝑦̂1 is the forecasting result, 𝑦1 is the actual value, 𝑋𝑡 is 

the actual value in t data, 𝐹𝑡  is the forecast value on t data, and 

n is the number of data periods. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖̇

𝑛

𝑖
−𝑦𝑖)2 (11) 

 

where, n is the amount of data, 𝑦𝑖  is the predicted data, and 𝑦𝑖  

is the actual data. 

 

 

3 RESULTS 

 

This chapter explains several test scenarios for ginger yield 

forecasting systems. The best α and β parameters influence the 

forecasting process of the DES method in producing the 

smallest MAPE and RMSE values, and the forecast results are 

close to the actual value. Meanwhile, the LSTM method is 

influenced by the input, forget and output gates for the most 

minor MAPE and RMSE results. 

 

3.1 System flow and DES test scenario 

 

 
 

Figure 2. A block diagram of the DES method for 

forecasting ginger yields 
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Table 2. DES test result for ginger yields forecasting with 

α=0.4 and β=0.1 

 
No. Dataset Level (𝑺𝒕

′) Trend (𝒕𝒕) Prediction (𝑭𝒕+𝒎) 

1 0.69202    

2 0.39796 0.397955 -0.294067  

3 0.57513 0.173640 -0.290801 0.103888 

4 0.64246 -0.004724 -0.285536 -0.117161 

5 0.24749 -0.210664 -0.281808 -0.290259 

6 0.08309 -0.407280 -0.277819 -0.492472 

7 0.31699 -0.536773 -0.270873 -0.685099 

8 0.63391 -0.594272 -0.260881 -0.807646 

9 0.59737 -0.640156 -0.250814 -0.855154 

10 0.51649 -0.682642 -0.241058 -0.890969 

… …. …. …. …. 

159 0.81000 0.479021 -0.000593 0.421520 

160 0.11856 0.425160 -0.003088 0.478427 

161 0.44047 0.424796 -0.002960 0.422073 

162 0.00000 0.359397 -0.005884 0.421835 

163 0.45080 0.367912 -0.005210 0.353513 

164 0.46173 0.377360 -0.004523 0.362702 

165 0.26501 0.356876 -0.005271 0.372836 

... ..... .... ...... ........ 

166 0.59175 0.387150 -0.003606 0.351605 

167 0.68821 0.428639 -0.001495 0.383543 

168 0.33386 0.413336 -0.002141 0.427144 

169 0.46529 0.419201 -0.001766 0.411195 

170 0.09437 0.369616 -0.004006 0.417435 

171 0.07645 0.322809 -0.006010 0.365610 

172 0.19649 0.298992 -0.006844 0.316799 

173 0.72694 0.356504 -0.003830 0.292148 

174 0.84638 0.425750 -0.000408 0.352674 

175 0.70816 0.467203 -0.001552 0.425342 

… …. …… …… ….. 

178 0.75077 0.468365 -0.001551 0.419302 

179 0.29629 0.444216 -0,000348 0.469916 

180 0.25824 0.416985 -0.000944 0.444564 

181 0.29008 0.397396 -0.001817 0.416041 

182 0.93113 0.474850 -0.001895 0.395580 

183 0.31131 0.452258 -0.000748 0.476745 

184 0.50689 0.460982 -0.001122 0.453006 

 

Table 3. Test scenario of the DES method 

 
No. α β MAPE (%) RMSE Time (Second) 

1 0.1 0.1 59.47 21397.09281 0.00986 

2 0.1 0.2 50.65 17125.73846 0.00568 

3 0.1 0.4 50.08 14891.05388 0.00580 

4 0.1 0.6 50.92 14869.72711 0.00224 

5 0.1 0.8 48.97 14667.31313 0.00984 

6 0.2 0.1 45.07 14623.72117 0.00306 

… …. …. …..  ….. 

12 0.3 0.2 44.05 13859.94884 0.00106 

13 0.3 0.4 44.52 13106.89026 0.00545 

14 0.3 0.6 45.21 13555.78088 0.00005 

15 0.3 0.8 46.21 14044.86861 0.00532 

16 0.4 0.1 43.49 12997.34261 0.00004 

17 0.4 0.2 43.76 13444.92185 0.00697 

      

28 0,6 0.2 45.40 13680.54340 0.00895 

29 0.6 0.4 48.53 14565.73533 0.00482 

30 0.6 0.6 51.71 15581.54181 0.00015 

… …. …. …..  ….. 

43 0.9 0.2 51.04 15405.59069 0.00068 

44 0.9 0.4 55.63 16818.54106 0.00459 

45 0.9 0.6 60.81 18380.95135 0.00880 

 

This section discusses the flow of the ginger yield 

forecasting system using the DES method, as shown in Figure 

2. This figure outlines the system flow and the steps required 

to obtain forecasting values using the DES method, as follows: 

(i) The magnitude of the parameters α and β is determined 

between 0 and 1 to examine the accuracy of the prediction 

results obtained by calculating the MAPE value. 

(ii) The first smoothing value is calculated using 𝑆𝑡
′. 

(iii) The second smoothing value is calculated using 𝑆𝑡
′′ by 

paying attention to the first smoothing value. 

(iv) The value of the constant 𝛼𝑡 is determined by referring 

to the SES adjustment with the difference between SES and 

DES. 

(v) The value of the trend coefficient 𝛽𝑡  is determined, 

thereby determining the estimated trend from one time period 

to the next. 

(vi) The forecasting results 𝐹𝑡+𝑚  are calculated after 

calculating the first and second smoothing values, and 𝛼𝑡 and 

𝛽𝑡 values using the best α parameter. 

This forecasting process began by inputting the normalized 

harvest results every week from 2015 to 2019. Then the 

number of harvests for the coming period was predicted by 

searching for the best α and β values to calculate the accuracy 

value, thereby examining the accuracy of the prediction results 

obtained by calculating the MAPE and RMSE values. In the 

prediction calculation process using the DES method, the 

dataset was separated, with 74% of the training dataset and 

26% of the testing dataset at the training stage. The results can 

be seen in Table 2. Meanwhile, Table 3 shows the search for α 

and β and the effects of MAPE and RMSE measurements 

using the DES method. As shown in the table, when α=0.2 and 

β=0.1, a decreasing graphic pattern is produced for the MAPE 

and RMSE values, which is very significant because the α 

value used is 0.4 and β is 0.1, which is the lowest point. 

Therefore, the values of MAPE and RMSE are influenced by 

the value of the constant α in forecasting. 

 

 
 

Figure 3. Model of LSTM memory cells 

 

3.2 System flow and LSTM test scenarios 

 

The previous section discusses the DES flow. This section 

addresses the description of the system flows for forecasting 

crop yields using the LSTM method, as shown in Figure 3. 

Model identification was carried out by creating a time-series 

plot. By plotting a time series, data patterns and trends in the 

observation series can be seen. The model identification 

process was carried out with stationarity in the variance and 

average. The step aims to examine whether the collected data 

is normally distributed or taken from a normal population. The 

stationarity of the data in the variance was investigated using 

the Box-Cox transformation so that the lambda (λ) value 

obtained in the Box-Cox plot was 1. If the lambda value is not 

1, then a Box-Cox transformation must be carried out. The 

results of the Box-Cox test on ginger harvest data can be seen 
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in Figure 4. It can be seen from the figure that the data is not 

stationary in terms of variance because the value λ = -0.50, or 

the data is stationary in variance because the value λ ≠ 1 on the 

Box-Cox plot. This value is smaller than the significance level 

specified. The probability value is smaller than the 5% 

significance level, leading to the rejection of H0. This means 

that there is no unit root problem or it can be said that the data 

is stationary. Therefore, parameter estimation is carried out by 

trial and error with the LSTM model. LSTM uses a form of 

RNN to avoid long-term dependency problems. This RNN 

model filters information through gate structures to maintain 

and update the state of memory cells. Then the model’s 

performance is evaluated using MAPE. In this research, three 

main stages were carried out below. 

 

 
 

Figure 4. A time-series plot of ginger harvest data for Box-Cox stationary variance transformation 

 

3.2.1 Preprocessing data 

The use of data in this study is divided into two stages, i.e., 

the training stage for the input and the stage for testing the built 

input architecture. Before the data was processed by the LSTM 

model, the data was normalized first as part of the 

preprocessing with the Min-Max Scaler method. The 

preprocessing was divided into several phases as follows: 

(i) The range of each attribute was paid attention to. The 

attribute range was converted to equal intervals. The minimum 

feature was made equal to zero and the maximum feature was 

equal to one. 

(ii) The data was expanded to the desired scale. The ranges 

were provided in the form of tuples as minimum and 

maximum features. 

(iii) If it was false, the in-place scaling was completed. If it 

was true, a copy was created instead of in-place scaling and 

the scaled data was truncated to the provided feature range. 

The data preprocessing aims to examine the effect on the 

MAPE value generated by the LSTM method. The results can 

be seen in Table 4. 

 

Table 4. Results of data preprocessing 

 

No. 
Ginger Crop 

Yield (kg) 
No. 

Ginger Crop 

Yield (kg) 
No. 

Ginger Crop  

Yield (kg) 

… … … … 235 0.59662 

27 0.31699 210 0.81295 236 0.17268 

28 0.63391 211 0.66261 237 0.72961 

29 0.59737 212 0.23870 238 1.00000 

30 0.51649 213 0.62090 239 0.50321 

31 0.28596 214 0.08415 240 0.89732 

32 0.39291 215 0.00568 241 0.73322 

33 0.62201 216 0.62330 242 0.45716 

34 0.82280 217 0.73731 243 0.59505 

35 0.59071 218 0.37844 244 0.20876 

36 0.17367 219 0.60043 245 0.91752 

37 0.53625 220 0.70490 246 0.56453 

38 0.77733 221 0.95403 247 0.07478 

39 0.02002 222 0.15650 248 0.86617 

40 0.58919 223 0.28061 249 0.84231 

41 0.18197 224 0.15115 250 0.54368 

3.2.2 LSTM model 

The LSTM architecture consists of an input layer, an output 

layer, and a hidden layer. The hidden layer consists of memory 

cells, with three gates in one cell, namely, the input gate, forget 

gate, and output gate, as shown in Figure 3. The input gate 

functions to control how much information must be stored in 

the cell state. The forget gate controls how far the value 

remains in the memory cell. The output gate serves to decide 

how much content or value is in a memory cell, and is used to 

calculate the output. The forecasting values were obtained 

using the LSTM method in the following steps: 

(i) The value of ft was determined. The forget gate was the 

first gate passed, which recorded how much cell status Ct-1 was 

from the previous time and returned to the cell status Ct from 

the current time. The gate produced a value between 0 and 1 

based on ht-1 and xt, with an output of 0. Then the information 

was considered no longer useful and deleted. Conversely, if 

the output was 1, then the information was stored for future 

use. 

(ii) The number of network inputs at the current time (xt) 

was determined. It returned to the cell state Ct which was input 

with two activation functions (sigmoid and tanh) to select the 

part to be updated. 

(iii) The information was updated to the cell state of the new 

candidate Ĉt created via the tanh layer, aiming to control how 

much new information was added. 

(iv) The old cell state Ct was updated to become a new cell 

state by multiplying the old state by ft to delete the information 

determined on the ft layer. 

(v) What was produced by Ot, which passed through the 

tanh neuron layer, was determined. The result was ht, which 

subsequently influenced the cell state. 

(vi) After the value of Ot was obtained, the cell state was 

placed through the tanh and multiplied by the gate and sigmoid 

layer output to produce the value ht. 

The modeling of the LSTM network training process can be 

seen in Table 5. The forget gate, cell state, output gate, and 

sigmoid values can be seen from the table. 
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Table 5. Result of the training process with LSTM 

forecasting ginger crop yields 
 

ht-1=0 Week ft it Ĉt ot ht 

ct-1=0 I II III IV      

Data I 1 0.69 0.55 1 
0.93 0.97 0.98 0.91 0.68 

Uf 0.65 0.35 0.8 0.7 

Data II 0.15 0.39 0.10 0.16 
0.67 0.86 0.71 0.66 0.56 

Ui 0.34 0.63 0.74 0.95 

Data III 0.56 0.57 1 0.56 
0.90 0.97 0.95 0.84 0.81 

Uc 0.85 0.77 0.23 0.45 

Data IV 0.84 0.64 0 0.84 0.88 0.97 0.97 0.88 0.88 

Uo 0.95 0.13 0.25 0.6 
0.75 0.90 0.64 0.65 0.64 

Data V 0 0.25 0.97 0 

 

3.2.3 Tests on data testing 

There are several LSTM trial scenarios, as shown in Table 

6. This learning rate test aims to obtain the optimal total 

learning rate for the MAPE and RMSE values from training 

and testing. The results of testing the learning rate parameter 

with a max epoch of 10 are shown in Table 7. Meanwhile, the 

number of max epochs was pushed, which aims to find out 

whether, before the max epoch, the MAPE has exceeded the 

limit or stopped at the specified max epoch. The max epoch 

numbers used are 10, 50, 100, 500 and 1000. The max epoch 

test results are shown in Table 8. When the max epoch number 

is 100, the optimal max epoch number with the smallest 

MAPE and RMSE is 38.99% and 1244.85432 with an 

estimated time of 8.726145 seconds. After obtaining an initial 

estimate of the LSTM from model identification, the 

parameters of the candidate LSTM model were estimated 

using the significant parameters generated at the model 

identification stage. A p-value is considered significant if it 

falls below the 5% significance level. The MAPE and RMSE 

values are the smallest compared with other models. 
 

Table 6. Trial scenario of the LSTM method 
 

No. 
Changes to 

Parameters 
Description 

1 Learning rate 

Changes in learning rate (alpha) consist of 

0.0001, 0.0002, 0.001, 0.002, 0.01 and 

0.02. 

2 Max epoch 
Max epoch changes consist of 10, 50, 100, 

500, and 1000. 

3 LSTM units 
Changes in LSTM units consist of 50, 75, 

and 100. 
 

Table 7. Scenario results of LSTM based on learning rate 
 

No. 
LSTM 

Units 

Learning 

Rate 
Epoch 

MAPE 

(%) 

Time 

(Second) 

1 50 0.002 10 45.91 1.761332 

2 50 0.001 10 45.10 1.655466 

3 75 0.02 10 43.46 1.724343 

4 75 0.01 10 43.21 1.872740 

5 100 0.0002 10 41.28 1.811447 

6 100 0.0001 10 51.11 2.084307 
 

Table 8. Scenario results of LSTM based on epoch and 

stationarity test results 
 

No. 
Learning 

Rate 
Epoch 

MAPE 

(%) 
RMSE 

p-

Value 

Time 

(Second) 

1 0.0002 100 38.99 1244.85432 0.032 8.726145 

2 0.0002 50 43.04 1872.63215 0.157 5.191170 

3 0.0002 10 45.39 1873,85456 0.410 1.681532 

4 0.0002 500 47.07 1251.56412 0.173 41.47692 

5 0.0002 1000 51.47 1411.84513 0.130 90.93132 

4. DISCUSSION 

 

This study uses actual data from ginger yields from 2015 to 

2019 to produce precise and accurate predictions for the future. 

A comparison between the DES and LSTM methods shows 

that both methods have the same advantage in forecasting, i.e., 

high accuracy. Before making predictions, the actual data was 

converted into a time series by preprocessing the data. Then 

ginger yields were predicted using both DES and LSTM. 

Several trials were carried out, including testing the DES 

model in two stages, i.e., testing the 𝛼 value when the β value 

was fixed and vice versa to find the best 𝛼 and β. This is shown 

in Table 3. The test results show that the MAPE value tends to 

be smaller when the 𝛼  parameter value is large and the β 

parameter value is small. This shows that the DES method has 

the advantage on relatively little data. However, the weakness 

is that it should be maintained continuously, checked routinely 

and updated if there are bugs or new important features are 

added. Meanwhile, the tests carried out by the LSTM model in 

this study are shown in Table 6, where there are several 

parameters, including learning rate, epoch, and LSTM units. 

The initial weight at each LSTM gate was determined 

randomly and the initial bias was updated to achieve a loss 

function at a local minimum with the learning rate. Meanwhile, 

epoch and LSTM units were used to indicate the number of 

iterations and dataset size in LSTM training to produce a 

smaller MAPE. The analysis results using the LSTM model 

show that LSTM can be carried out for long-term time series 

data because it has memory to store information that will be 

reused in the calculation process for the next gate. In addition, 

the prediction results cannot be sufficiently compared with the 

original data. However, LSTM has a weakness, i.e., reliance 

on gradient values, where the weights cannot be updated for 

the next process if the gradient value is lost. 

 

Table 9. Comparison between the results of the DES and 

LSTM methods and the actual data 

 

No. Date 
DES  

Forecasting 

LSTM  

Forecasting 
Actual 

1 2020-07-15 29563.80 27901.82 14886 

2 2020-07-22 29684.35 27768.99 46048 

3 2020-07-29 29804.90 28270.50 30132 

4 2020-08-05 29925.45 27936.30 23869 

5 2020-08-12 30046.11 27901.13 45119 

6 2020-08-19 30166.55 28224.53 42309 

7 2020-08-26 30287.10 28169.11 36354 

8 2020-09-02 30407.65 28051.41 19563 

9 2020-09-09 30528.20 27937.57 34702 

10 2020-09-16 30648.75 28118.33 13441 

11 2020-09-23 30769.30 27794.12 10333 

12 2020-09-30 30889.85 27809.19 34797 

13 2020-10-07 31010.41 28079.68 39313 

14 2020-10-14 31130.96 28040.68 25098 

15 2020-10-21 31251.51 27758.23 33891 

16 2020-10-28 31372.06 27833.81 38029 

17 2020-11-04 31492.61 27841.71 47897 

18 2020-11-11 31613.16 28204.34 16307 

19 2020-11-18 31733.71 27713.15 21223 

20 2020-11-25 31854.26 27952.60 16095 

21 2020-12-02 31974.81 27984.45 36303 

22 2020-12-09 32095.36 28196.06 37905 

23 2020-12-16 32215.91 27932.35 47622 

 

According to the results of the trial scenarios, the yield 

prediction data produced by the ginger yield forecasting 

system in Table 9 is higher predicted with DES than predicted 
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with LSTM. The forecasting results can also be seen in Figure 

5, with actual ginger yield data shown on the graph with a 

yellow line, DES prediction data with a blue line and LSTM 

prediction data with a red line. This shows that the LSTM 

method provides very good performance in this crop yield 

prediction model, even better than DES. However, LSTM in 

data processing requires quite a long time, as is evidenced in 

Table 8, where LSTM has a gate to regulate the entry and exit 

of processes that work with entry and exit gates. This shows 

that LSTM has a high complexity. After processing the data, 

the model was evaluated using MAPE and RMSE. The 

evaluation results of the LSTM model show that 38.99% takes 

8.726145 seconds while the DES model produces an error rate 

of 43.49% with 0.00004 seconds, as shown in Table 3. Apart 

from that, it can be seen from the graph that the ginger harvest 

in July-December has increased, i.e., in the range of 31,000 

tons. Meanwhile, the lowest demand occurs in January-June, 

with around 27,000 tons for both methods. Therefore, farmers 

are advised to plant ginger before June so that it can be 

harvested in July to meet market demand. According to the 

results of the trials, it can be concluded that this forecasting 

system provides more information for ginger farmers about the 

estimated future ginger harvest, thereby enabling farmers to 

handle the ginger planting in certain months more effectively. 

According to the trial results in this study and literature 

review, it can be found that statistical and deep learning 

methods can be used to process time series data. Each has a 

relative effectiveness level, depending on the complexity of 

the data used. The difference between both methods is the use 

of time in processing data. In addition, deep learning methods 

tend to require more time than statistical methods. Therefore, 

further research could utilize several statistical methods to 

predict data with a short processing time. The LSTM and DES 

deep learning algorithms are two different prediction models 

and are suitable for performing time series analysis to improve 

performance and accuracy in forecasting. 

 

 
 

Figure 5. Graph of forecasting result comparison using the 

DES and LSTM methods with the actual data 

 

 

5. CONCLUSIONS 

 

Based on the research results and discussion of ginger crop 

yield prediction with a comparison of the LSTM and DES 

methods, conclusions can be drawn. Based on the prediction 

results using the DES method from ginger crop yield data for 

2015-2019, the best value was obtained with MAPE 43.49% 

and RMSE 12997.34261 in parameters α=0.4 and β=0.1. The 

predicted results increased from July 2020 to December 2020 

compared to the previous period. Based on the LSTM method 

forecasting results, with 74% training data, timestamp 10, and 

100 hidden layer neurons, the MAPE value obtained is 38.99% 

at a learning rate of 0.0002 and RMSE of 1244.85432. After 

making predictions using these two methods, the LSTM 

method is the best one for this data compared to the DES 

method. This can be seen from the smaller error (MAPE) and 

RMSE values produced by LSTM compared to DES. Based 

on forecasting results using the DES and LSTM models with 

actual data, there is an upward trend. Therefore, it can be 

concluded that ginger production from 2019 to 2020 will 

increase by around 14% per year. Therefore, farmers can 

estimate future harvest plans by paying attention to the 

availability and price trends of ginger seeds in a certain month 

or at least three months beforehand. This affects the 

enthusiasm of farmers to continue to increase the productivity 

of ginger plants, especially in Madura. 
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