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Face recognition is a promising technology with a great application potential and broad 

prospects for development. Compared with other identification technologies, face recognition 

can achieve rapid and easy sampling, without affecting the behavior of the sampled. These 

advantages have induced a surging demand and interests in this technology, making it a 

research hotspot in artificial intelligence. This paper extracts the features from the target face 

image by Principal Component Analysis (PCA), reducing the dimension of the image. Taking 

the feature coordinates of the face image for classification, it is possible to eliminate the excess 

computing load induced by high dimensionality. After that, the backpropagation (BP) neural 

network was improved by the scaled conjugate gradient (SCG) algorithm. The improvement 

aims to control the model error caused by the defects of the original BP neural network, 

including inefficient learning, slow convergence and proneness to local minimum. The 

improved BP neural network was then adopted to classify the feature coordinates of the face 

image. Finally, the proposed face recognition algorithm was implemented on Matlab and 

trained with the improved BP neural network. The experimental results show that the proposed 

algorithm achieved good recognition performance. 
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1. INTRODUCTION

The rapid development of society and the popularization of 

computer and network increase the demand for convenient, 

reliable and stable identity recognition. At present, there are 

many kinds of identity recognition methods. Among them, the 

recognition method based on biological morphological 

features is a research hotspot. The biological characteristics of 

each person are attributes possessed by himself or herself, and 

these biological characteristics are stable in each person but 

greatly different for different individuals, which are needed for 

the identification. Biometric technologies include fingerprint 

recognition, voice recognition, face recognition, iris 

recognition, gait recognition, and so on [1]. Compared with 

many other identification technologies, however, the face 

recognition technology has high security, wide application 

range and strong practicability and has been widely used in 

login verification, attendance check, community security, 

video monitoring, judicial enforcement, and other popular and 

important areas. Therefore, the face image recognition 

technology with high computation speed, convenient sampling 

and high recognition accuracy has wide research value and 

application prospect.  

After decades of rapid development, there have been many 

theoretical research results obtained in the field of computer 

face image recognition. Francis Galton published two articles 

on the use of face images for identification on the Nature in 

1888 and 1910, respectively [2]. In the studies on face 

recognition, he tried to quantify the side face information of a 

face image with a set of numbers and then carry out the face 

image recognition with the obtained side face information as a 

feature. Francis Galton can be said to be a pioneer of face 

recognition. However, due to the slow development of the 

fields related to face recognition, especially the computer field, 

Francis Galton's research has not been paid much attention to 

[3].  

One of the difficulties faced by face recognition is that face 

images of faces vary greatly with many external conditions. 

Although human beings can easily avoid these external 

interferences to recognize face images, it is very difficult to 

implement this function using a computer. The extensive 

research of face recognition originated in the 1960s, and 

Bledsoe and Chan published a technical report on automatic 

face recognition at Panoramic Research Inc. in 1965 [4], which 

is a well-recognized opening in the academic world of face 

recognition research. However, this is a semi-automatic 

method that relies on a priori knowledge of the operator, needs 

a professional to manually extract feature point, and then 

performs computer recognition. There is a rapid development 

of research on face image recognition since 1990 [5]. 

In 1991, Turk, Pentland and other scholars at the 

Massachusetts Institute of Technology introduced the 

Principal Component Analysis (PCA) method to face 

recognition and proposed the famous Eigenface method [6], 

which has greatly promoted the progress of face recognition as 

a classical algorithm of face recognition. PCA is a method of 

KL transformation (Karhunen and Loeve Transformation). It 

is simple in principle, easy in programming, fast in speed, 

good in identification and efficient in solving practical 

problems. However, the PCA method depends on the gray 

correlation of the image itself, so the recognition rate is poor 

when the background, light and position are different. In the 

face recognition field, this process can realize the real 
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automatic recognition of the face image, which is a big leap of 

face image recognition. 

The BP neural network algorithm proposed by Rumelhart et 

al. in 1986 has become one of the most widely used neural 

network models, because BP neural network can extend the 

knowledge learned from some samples to all the samples; 

when the number of samples is sufficient, it has the functions 

of association, self-adaptation or self-learning; it can 

automatically summarize the law in the updating of the 

weights; the local error will not be subversive to all the 

research samples, so it can solve the problem of insufficient 

information. The essence of face recognition is a classification 

issue, in which BP neural network is widely used as a classifier, 

and this study uses the BP neural network as a classifier for 

face images, which is of great theoretical value and practical 

significance in face recognition [7-11]. BP neural network, 

however, has a slow learning rate; it takes too much time to 

train the weights of neural networks; it is easy to be affected 

by local minimum, so that the network error is too large, which 

leads to the low recognition rate. Face image is usually a high-

dimensional vector when data is input, so face recognition of 

BP neural network often has too much computing load and 

slow error convergence speed, and its recognition success rate 

does not meet the requirements.  

This paper firstly uses PCA to reduce the dimension of the 

image, extracts the average face and eigenface image vectors, 

and then obtains the projection coordinates of each image with 

reduced dimension on the eigenface face. BP neural network 

is used to realize the classification of the projection 

coordinates, with good classification results obtained. SCG 

algorithm is used to optimize BP neural network, and applied 

to face recognition of BP neural network, so as to greatly 

improve the correctness and convergence efficiency of BP 

neural network for face recognition. Finally, for different 

parameters, experiments are carried out with different number 

of samples and different face databases. The flow chart of the 

whole system is shown in Figure 1. 

 

 
 

Figure 1. Flow chart of the whole system 

2. THE PRINCIPLE OF IMPROVED BP NEURAL 

NETWORK 

 

2.1 BP algorithm 

 

The neural network can obtain a set of output vectors from 

the input vectors, but since the initial weights and the offset 

values of the neural network are given randomly, the designed 

neural network is only making some random judgments and 

cannot operate in the way we expect. Therefore, we must 

"train" the neural network to achieve the goal of "learning." As 

a common method in machine learning, neural network has 

many ways of learning. The BP (Back Propagation) algorithm 

is studied in this paper. The flow chart of BP neural network 

algorithm is shown in Figure 2. 

 

 
 

Figure 2. Flow chart of BP neural network algorithm 

 

In the BP neural network, several layers (one or more layers) 

of neurons are added between the input layer and the output 

layer, these neuron are called hidden units, which have no 

direct connection with the outside world, but the change of 

their states can influence the relationship between the input 

and the output, and each layer may have several nodes. A 

three-layer BP neural network is shown in Figure 3. 

 

 
 

Figure 3. Topology of BP neural network 

 

The basic implementation flow of the BP neural network is 

as follows: when a sample is input, first obtain the eigenvector 

of the sample, and then the input value of the perceptron 

according to the weight vector; calculate the output of each 

perceptron with the sigmoid function; use this output as the 
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input to the next layer perceptron, and so on, up to the output 

layer. In this process, the input weight vector can be 

continuously adjusted by minimizing the loss function, and 

then the weight is adjusted layer by layer from back to front, 

which is the idea of the back propagation algorithm. 

The back propagation algorithm for a feedforward network 

with two layers of sigmoid function is defined as follows: 

(1) Random initialization of the ownership value in the 

network.  

(2) For each training sample, the output of each unit in the 

output layer is calculated sequentially from the front to the 

back according to the input of the examples. The error term for 

each unit of each layer is then computed back from the output 

layer. For each unit k of the output layer, its error term is 

calculated: 𝛿𝑘 = 𝑜𝑘(1 − 𝑜𝑘)(𝑡𝑘 − 𝑜𝑘). 
For each hidden unit h in the network, its error term is 

calculated: 𝛿ℎ = 𝑜ℎ(1 − 𝑜ℎ)∑ 𝑤𝑘ℎ𝛿ℎ𝑘∈𝑜𝑢𝑡𝑝𝑢𝑡𝑠 , where 

𝑜𝑢𝑡𝑝𝑢𝑡𝑠  represents a set of output layer nodes, and 𝑤𝑘ℎ 

represents the corresponding weight. 

(3) Update each weight: 𝑤𝑗𝑖 = 𝑤𝑗𝑖 + ∆𝑤𝑗𝑖 , where ∆𝑤𝑗𝑖  is 

known as the weight update rule. 

 

2.2 Improved BP neural network 

 

In the process of using BP neural network to deal with 

practical problems, especially in complex problems where the 

dimension of input sample vector is too high, the convergence 

speed of the neural network model is slow. Because the 

updating weight falls into the local minimum, which leads to 

too large error and other problems that cannot be ignored. 

Therefore, the improved BP algorithm is often used to update 

the weight in the practical application. 

This paper uses SCG algorithm to improve the BP neural 

network of face recognition. SCG algorithm originates from 

the improvement of conjugate gradient algorithm. The 

difference between SCG algorithm and conjugate gradient 

algorithm is that when searching step size is calculated with 

another method to accurately calculate the search step size 

instead of the linear search method of the conjugate gradient 

algorithm, and the SCG also guarantees the positive nature of 

the Hessian matrix [12].  

The conjugate gradient algorithm and the SCG algorithm 

will be described in detail below.   

 

2.2.1 Principle of conjugate gradient algorithm 

The conjugate gradient algorithm uses the gradient vector to 

calculate the conjugate direction, so the convergence speed 

will be faster than the steepest descent algorithm [9]. There are 

many kinds of conjugate gradient algorithms. However, the 

iteration of all method begins with the search direction 

determined by the steepest descent algorithm, i.e., 𝑝0 = −𝑔0, 

where 𝑔0  represents the gradient direction and one-

dimensional search is carried out firstly according to the linear 

search method: 𝑤𝑘+1 = 𝑤𝑘 + 𝑎𝑘𝑝𝑘 , where 𝑎𝑘  represents the 

search step size, which can be calculated with 𝑚𝑖𝑛
𝑎𝑘≥0

𝑓(𝑤𝑘 +

𝑎𝑘𝑝𝑘).  
Assume the negative direction of gradient of 𝑝𝑘 is −𝑔𝑘, the 

next search direction is the conjugate direction of the previous 

search, and the direction vector calculated by the conjugate 

gradient algorithm is as follows: 𝑝𝑘 = −𝑔𝑘 + 𝛽𝑘𝑝𝑘−1. 

 

2.2.2 Principle of Scaled Conjugate Gradient (SCG) algorithm  

In the conjugate gradient algorithm, the search step size 𝑎𝑘 

is calculated with 𝑚𝑖𝑛
𝑎𝑘≥0

𝑓(𝑤𝑘 + 𝑎𝑘𝑝𝑘). 

The formula: 𝑎𝑘 =
𝑔𝑘
𝑇𝑝𝑘

𝑝𝑘
𝑇𝐻𝑘𝑝𝑘

. 

Assume 𝑠𝑘 = 𝐸″(𝑤𝑘)𝑝𝑘 , 𝛿𝑘 = 𝑝𝑘
𝑇𝑠𝑘  and 𝑢𝑘 = −𝑔𝑘

𝑇𝑝𝑘 , 

then the above formula can be written as: 𝑎𝑘 =
𝑢𝑘

𝛿𝑘
.  

In SCG, the formula of 𝑠𝑘  is as follows: 𝑠𝑘 =
𝐸′(𝑤𝑘+𝜎𝑘𝑝𝑘)−𝐸

′(𝑤𝑘)

𝜎𝑘
+ 𝜆𝑘𝑝𝑘, where 𝜆𝑘 is called scale factor. The 

positive definite of the Hessian Matrix can be ensured by 

adjusting the value of 𝜆𝑘. 

The adjusted value of 𝜆𝑘 is �̄�𝑘, the adjusted value of 𝑠𝑘 is 

�̄�𝑘  and the formula of calculating �̄�𝑘  is: �̄�𝑘 = 𝑠𝑘 + (�̄�𝑘 −

𝜆𝑘)𝑝𝑘. 

In the process of iteration, if 𝛿𝑘 ≤ 0, the Hessian Matrix is 

not positive definite and can be adjusted by setting 𝜆𝑘 to make 

𝛿𝑘 > 0 , and the adjusted value of 𝛿𝑘  as �̄�𝑘 , then the 

formula: �̄�𝑘 = 𝑝𝑘
𝑇 �̄�𝑘 = 𝑝𝑘

𝑇(𝑠𝑘 + (�̄�𝑘 − 𝜆𝑘)𝑝𝑘) = 𝛿𝑘 + (�̄�𝑘 −

𝜆𝑘)|𝑝𝑘|
2 > 0. 

Calculate: �̄�𝑘 > 𝜆𝑘 −
𝛿𝑘

|𝑝𝑘|
2. 

Therefore, the scale factor 𝜆𝑘 can adjust the length of the 

step in the calculation and ensure the positive definiteness of 

the Hessian Matrix, and in the SCG algorithm, the parameters 

𝜆  and 𝜎  need to be initialized. In the algorithm, 𝜆  will be 

automatically adjusted, so the value is random, less than or 

equal to 10−6 . Once 𝜎  is determined in the initialization, it 

remains unchanged, and thus 𝜎 affects the performance of the 

algorithm to a certain extent, that’s, the smaller theoretically it 

is, the higher the accuracy of the algorithm is. It has been 

shown that 𝜎 is small enough in experiments (𝜎 < 10−4), but 

has little effect on the algorithm, which implies the strong 

stability of SCG algorithm [14]. 

 

 

3. DESIGN OF FACE RECOGNITION SYSTEM BASED 

ON IMPROVED BP NEURAL NETWORK  

 

3.1 Feature extraction of face images 

 

In recognizing face images, the first problem is the 

complexity of the images. If the pixel of face images is the 

gray scale 92 × 112 , the extraction method input to the 

computer is first column and then row, that’s, from top to 

bottom. The pixel values of the images are sequentially 

extracted from left to right, resulting in a vector of 10304 

dimensions. If this vector is directly used as the input of BP 

neural network classifier, too high dimension of input value 

will lead to the problems of slow calculation and too large 

error due to too many parameters. Because of the similarity 

structure of the face image, there must be a lot of redundancy 

in the description of the vector of 10304 dimension, that’s, the 

values in different dimensions of the vector of 10304 

dimension may be the expression of the same information, and 

therefore it’s meaningful to extract the key features of each 

image for identification  

In order to improve the recognition rate and accuracy of BP 

neural network, PCA is used to reduce the dimension of low-

frequency components of face images obtained after discrete 

wavelet transform and extract principal component features. 

With the PCA method, a relatively small number of 

eigenvectors with high information content can be extracted 

from the original face image data, and this eigenvector vector 

is also referred to as eigenface. The projection of each face 
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image vector on the eigenface is calculated. Finally, the feature 

of each face image is described by the projection vector 

coordinates of each image. This process realizes the feature 

extraction of the face image. In this process, the original face 

image can be approximately expressed as a linear combination 

of the coordinate of each face image and the eigenface, and the 

BP neural network classifier pair will be trained by using the 

eigenvector of the face image, so as to realize the recognition 

of the eigenvector of the face image of the test sample by the 

BP neural network classifier. 

With PCA algorithm, it’s possible to replace the original 

high-dimensional face image vector with the low-dimensional 

face eigenvector, which still can represent most of the 

information of the original image. The original m-dimension 

vector can be projected to the u-dimension based on the 

selected eigenface, while the linear combination of the u-

dimension coordinate vector and the eigenface can describe 

the original face image while ensuring u- and m-dimension 

vector. Therefore, the u-dimension coordinate vector shows 

the comprehensive effect of the original face image, 

effectively retains the features of the original face images, and 

greatly reduces the repetition rate and dimension of the data. 

Assuming that the i-th face image vector is 𝑋𝑖, if there are n 

face images, the dimension of each face image is m, so the face 

images can be represented as 𝑋1, 𝑋2⋯𝑋𝑛  and set a sample 

matrix as 𝑋 = (𝑋1, 𝑋2, ⋯ , 𝑋𝑛) , and the algorithm flow of 

extracting features using principal components of PCA is as 

follows  

(1) Calculate the covariance matrix 𝑆 of the sample 𝑋, first 

centralize the data, that’s, obtaining the average value of each 

column �̄� =
1

𝑛
∑ 𝑋𝑖
𝑛
𝑖=1 , in which the average of all face images 

can be described as �̄�, namely, the average face. 

(2) Centralize each face image: 𝑋𝑖 − �̄�, 𝑖 = 1,2,⋯𝑛. 

Record the centralized sample as: 𝐴 = (𝑋1 − �̄�, 𝑋2 −
�̄�,⋯𝑋𝑛 − �̄�). 

(3) Through the conclusion of the singular value 

decomposition of the formula, in order to obtain the 

eigenvector 𝑢𝑖, first calculate C as follows: 𝐶 = 𝐴𝑇𝐴, where 

the matrix C is a 𝑛 × 𝑛 matrix.  

(4) Calculate the eigenvalue 𝜆1, 𝜆2, ⋯ , 𝜆𝑚 of the covariance 

matrix S and the corresponding eigenvectors: 𝑣1, 𝑣2, ⋯ , 𝑣𝑚. 

Calculate the cumulative contribution rate p according to 

the formula 𝑝 =
∑ 𝜆𝑖
𝑢
𝑖=1

∑ 𝜆𝑖
𝑚
𝑖=1

, sort 𝜆1, 𝜆2, ⋯ , 𝜆𝑢 from the large to the 

small, and select the u feature values with 90% of the 

cumulative contribution rate from the large to the small. 

(5) Select the first u eigenvalues from large to small to get 

the corresponding eigenvector 𝑣1, 𝑣2, ⋯ , 𝑣𝑢, 𝑢𝑖 =
1

√𝜆𝑖
𝐴𝑣𝑖 , 𝑖 =

1,2,⋯ , 𝑢, and u eigenvectors are used to form the matrix Z. 

The form of 𝑍 is:  

𝑍 = [

𝑢1
𝑢2
⋮
𝑢𝑢

]

𝑇

. 

(6) Calculate the projection of each sample on the matrix Z, 

with the formula as follows: 𝑊 = 𝐴𝑇𝑍.  

The obtained row vector of 𝑊 is the eigenvector of each 

face image, and this process completes the feature extraction 

of the face image. In the W matrix, the number of rows 

corresponds to the image samples, and the number of columns 

corresponds to the dimension of the extracted features of the 

images, reducing the m-dimension face image vector to the u-

dimension face image eigenvector. 

PCA feature extraction is to use PCA algorithm to make 

principal component analysis on the matrix consisting of gray 

values of face images, so as to realize face feature extraction. 

Eigenface images are as shown in Figure 4. 

 

 
 

Figure 4. Eigenface images 

 

3.2 Design of BP neural network for face image recognition  

 

Because the face recognition by BP neural network realizes 

the mapping from the input face eigenvector to the output 

classification vector, only the training set of the face image 

library is needed in practice to train the neural network 

according to the BP algorithm, so that the error of the neural 

network can be gradually reduced and the ability to map 

correctly from input to output can be achieved.  

BP neural network takes the form of supervised learning, so 

the input data format is: (input vector and label).  

The input vector is the face image vector �⃗� after the feature 

extraction, and the vector �⃗�  is reduced to M dimension 

through the feature extraction process in this paper. The 

following mainly divides into two stages to realize the face 

image recognition of the BP neural network:  

(1) Perform an initialization operation on the defined neural 

network 

The ownership weight matrix 𝑊(1),𝑊(2),⋯ ,𝑊(𝑛)  of 

neurons in each layer of the neural network is randomly 

initialized, wherein each weight is taken to a random value 

near 0. Define the activation function 𝑓1, 𝑓2, ⋯ , 𝑓𝑛 of neurons 

in each layer of the neural network, whereby a neural network 

is generated. However, because of the randomness of the 

assignment, the output result of this network is also making 

random judgment. Only by selecting the training set of face 

image eigenvectors to train this network, can the neural 

network make the correct judgment  

(2) The forward propagation process of face image 

eigenvector in the neural network 

a) Take a data from the sample set and set the p-th data taken 

out, with the form as (�⃗�𝑝, 𝑡𝑝), and face image eigenvector 
px  

is input into the neural network as the initial value of the input 

layer. The forward propagation process of the neural network 

can be realized with �⃗� = 𝑓(�⃗�𝑝 • 𝑊), where �⃗� is the output of 

the neuron in the layer of the neural network, 𝑓 is activation 

function, and 𝑊  is the weight matrix among layers of the 

neural network. 
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b) The formula �⃗� = 𝑓(�⃗�𝑝 • 𝑊)  is used multiple times 

between layers until the output value �⃗�𝑝 of the neural network 

is obtained. Assuming that there are n-layers of the neural 

network in total, the calculation process formula of the neural 

network is as follows: 

�⃗�𝑝 = 𝑓𝑛(⋯ (𝑓2(𝑓1(�⃗�
𝑝𝑊(1))𝑊(2))⋯ )𝑊(𝑛)) , where 

𝑓1, 𝑓2, ⋯ , 𝑓𝑛  is an activation function corresponding to each 

layer and 𝑊(1),𝑊(2), ⋯ ,𝑊(𝑛)  is the weight matrix 

corresponding to each layer. The resulting output vector �⃗�𝑝 is 

the result of the forward propagation process.  

c) Calculate the minimum mean square error of each sample, 

calculate the minimum mean square error of �⃗�𝑝 with the label 

of all face image samples, and take the vector 𝑡  with the 

smallest error as the result of this recognition. The coordinate 

with the 𝑡 position of 1 is the mark of each image from the 

definition of 𝑡, with the result of this face recognition obtained. 

(3) Back-propagation algorithm for face image recognition 

The error function of the neural network is defined by using 

the errors of all the samples in the training set, and the 

calculation formula of the total error 𝐸 is obtained as below:  

𝐸 = ∑ 𝐸𝑝
𝑃
𝑝=1 =

1

2
∑ ∑ (𝑇𝑘

𝑝
− 𝑜𝑘

𝑝
)
2𝐿

𝑘=1
𝑃
𝑝=1 , where P is the 

number of eigenvectors of the face images included in the 

training set, 𝑇𝑘
𝑝
 is the desired output of the k-th position of the 

eigenvector sample p of each face image, and 𝑜𝑘
𝑝
 is the actual 

output of the k-th position of the eigenvector sample p of each 

face image. 

a) Train the weights of the output layer  

After the total error 𝐸 of the neural network is calculated, 

the partial derivative 
𝜕𝐸

𝜕𝑤𝑘𝑖
 of the error 𝐸 with respect to each 

weight of the output layer can be calculated: 
𝜕𝐸

𝜕𝑤𝑘𝑖
= −∑ ∑ (𝑇𝑙

𝑝
− 𝑜𝑙

𝑝
)𝐿

𝑙=1
𝑃
𝑝=1 𝜓′(𝑛𝑒𝑡𝑘)𝑥𝑘𝑖 . 

This formula can be used to calculate the gradient vector of 

the output layer weight. 

b) Train the weights of the hidden layer 

In a similar way to train the weights of the output layer, 

that’s, calculate the partial derivative 
𝜕𝐸

𝜕𝑤𝑖𝑗
 of the error 𝐸 with 

respect to each weight of the hidden layer, then 
𝜕𝐸

𝜕𝑤𝑖𝑗
=

∑ ∑ (𝑇𝑙
𝑝
− 𝑜𝑙

𝑝
)𝐿

𝑙=1
𝑃
𝑝=1 𝜓′(𝑛𝑒𝑡𝑘)𝑤𝑘𝑖𝜙

′(𝑛𝑒𝑡𝑖)𝑥𝑗. 

This formula can be used to calculate the gradient vector of 

the hidden layer weight. 

c) Calculate the size of each weight adjustment  

Set the learning rate of the gradient descent method, and set 

the correction amount of the output layer weight as 𝛥𝑤𝑘𝑖  and 

the correction amount of the hidden layer weight as 𝛥𝑤𝑖𝑗 , 

wherein the correction amount of the output layer weight as:  

𝛥𝑤𝑘𝑖 = −𝜂
𝜕𝐸

𝜕𝑤𝑘𝑖
= 𝜂∑ ∑ (𝑇𝑙

𝑝
− 𝑜𝑙

𝑝
)𝐿

𝑙=1
𝑃
𝑝=1 𝜓′(𝑛𝑒𝑡𝑘)𝑥𝑘𝑖. 

And the correction amount of the hidden layer weight as: 

𝛥𝑤𝑖𝑗 = −𝜂
𝜕𝐸

𝜕𝑤𝑖𝑗
= 𝜂∑ ∑ (𝑇𝑙

𝑝
−𝐿

𝑙=1
𝑃
𝑝=1

𝑜𝑙
𝑝
)𝜓′(𝑛𝑒𝑡𝑘)𝑤𝑘𝑖𝜙

′(𝑛𝑒𝑡𝑖)𝑥𝑗. 

d) Adjust weight by gradient descent method 

After defining the error function E , in order to reduce the 

error function, a gradient descent algorithm is used for 

optimization, with the formula as follows:  

𝑤(𝑛 + 1) = 𝑤(𝑛) + 𝛥𝑤(𝑛). 
𝑤(𝑛 + 1) represents the 𝑛 + 1-th weight; 𝑤(𝑛) represents 

the n-th weight. This formula modifies the weight in the 

reverse direction of the gradient and is the direction in which 

the error function 𝐸 is reduced most quickly. 

e) Conditions for the termination of the training process  

Using a sample set of eigenvectors of face images, the 

general training process termination condition is that the total 

error E of the model satisfies: 𝐸 ≤ 𝜀𝑃 , where 𝜀𝑃  is an error 

limit defined as a set of samples, and the training process is 

terminated when the model error is less than this value. 

However, in the actual running process of the program, 

because the error cannot converge to the specified precision, 

the program will go on indefinitely, and the threshold value of 

the gradient is often set as 𝜀, when all 
𝜕𝐸

𝜕𝑤
 satisfy, 

𝜕𝐸

𝜕𝑤
≤ 𝜀. then 

the iteration is then terminated. In the course of program 

running, it is also possible to always meet situation such as 

failure to meet 𝐸 ≤ 𝜀𝑃 or 
𝜕𝐸

𝜕𝑤
≤ 𝜀 . In order to avoid this 

situation, it is also necessary to set the upper limit 𝑁 of the 

number of iteration times, update the formula of the weighted 

value: 𝑤(𝑛 + 1) = 𝑤(𝑛) + 𝛥𝑤(𝑛). 
The iteration is terminated when meeting 𝑛 > 𝑁. When any 

one of the three training conditions is satisfied, the training 

process ends, the weight data of the network at this time is 

recorded, and a neural network model calculated by the BP 

algorithm is obtained at this time.   

 

 

4. EXPERIMENTS 

 

4.1 Some notes 

 

In the case of using the BP neural network as the classifier, 

the selection of the input lay nodes should be consistent with 

the dimension of the eigenvector of the original face image. It 

is assumed that the face eigenvector of 57 dimensions has been 

extracted in the process of feature extraction of the face image, 

so the number of input layer nodes of BP neural network 

should be 57. 

The number of output layer nodes of BP neural network 

should be consistent with the number of classification. If there 

are 40 images in the face database, since the number of output 

layer nodes of BP neural network should be consistent with the 

number of classification, the number of output layer nodes of 

BP neural network in this experiment is 40.  

For the design of the hidden layer, there is the following 

empirical formula [15]:  

𝑛1 = √𝑛 +𝑚 + 𝛼 , 𝑛1 = 𝑙𝑜𝑔2 𝑛 , where 𝑛  represents the 

number of neurons in the input layer, 𝑚 represents the number 

of neurons in the output layer, and 𝛼 usually takes the constant 

between 1 and 10. However, the empirical formula only 

provide some reference, and the specific settings are tested 

according to the problem solved. After determining the input 

layer, output layer, activation function, and learning mode of 

the BP neural network, the recognition rate and iteration times 

of the training samples and the test samples are calculated by 

changing the number of neurons in the hidden layer, after the 

calculation results converge, to first select the number of 

neurons in the hidden layer with high recognition rate, easy 

convergence of the network and less iteration times. The test 

results under different neurons are shown in Table 1. 

Therefore, considering the above factors comprehensively, 

when the number of neurons in the hidden layer is selected to 

be 50, the recognition rate is high, and the convergence speed 

is relatively fast.  

After the training data set of the neural network and the 

connection structure of the neural network itself are 

determined, the output value and the total error value of the 
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neural network are completely determined by the activation 

function, and for each neuron, its activation state is determined 

by the size of the output value calculated by the activation 

function. In the BP neural network design of face recognition, 

both the hidden layer and the output layer use the 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 

function as the activation function, which is easier to train than 

the linear function, that’s, reducing the model error more 

quickly. 

 

Table 1. Test table of number of hidden layer neurons 

 
Number of 

hidden layer 

nodes 

Training set 

recognition 

rate 

Test set 

recognition 

rate 

Iteration 

times 

20 100 % 86 % 1707 

30 100 % 90 % 1328 

40 100 % 92.5 % 1757 

50 100 % 94.5 % 1425 

60 100 % 93.5 % 1217 

70 100 % 93 % 1474 

80 100 % 93.5 % 1061 

90 100 % 94 % 1759 

100 100 % 94 % 1560 

110 100 % 93 % 1067 

120 100 % 93.5 % 1612 

 

In the calculation process of the neural network, the output 

value of each neuron is expected to approach 0 with the 

calculation of the activation function 𝑆𝑖𝑔𝑚𝑜𝑖𝑑  and can be 

adjusted in the region where the function derivative is larger. 

When the initial weight herein is between [0,0.1], the offset 

value is set in between [0,0.2], which can effectively avoid the 

problem that the weight value and the offset value are too large 

to converge. 

 

4.2 Experimental results 

 

ORL (Olivetti Research Laboratory) face database is used 

in this experiment. The face database includes 40 people of 

different ages, genders and races. For each person, 10 images 

are extracted, with a total of 400 112 * 92 grayscale images. 

First, the first 5 images of each person are selected as training 

samples, and the last 5 images are taken as test samples to 

calculate the recognition result. In the face recognition 

experiment, the BP neural network of gradient descent 

algorithm is compared with the improved BP neural network 

of SCG algorithm adopted in this paper, and the BP neural 

network is trained and plotted by MATLAB. The mean square 

error maps of the neural network model for face recognition 

are shown in Figures 5 and 6. 

Figure 5 is the mean square error descent curve of the 

gradient descent method, and Figure 6 is the improved mean 

square error descent training curve of the SCG algorithm. It 

can be seen that the model error of the gradient descent method 

is only about 10,000 iterations later is only about 10−2 while 

the SCG algorithm achieves 10−25 after 1595 iterations, so the 

SCG algorithm improves the BP neural network, speeds up the 

training speed and improves the accuracy of the BP neural 

network face recognition model. 

In the ORL face database, from 10 face images of each 

person, 5 are randomly selected as training samples, the 

remaining 5 are used as test sets, weights and offset values are 

randomly assigned, 90% of the principal components are 

selected, the learning rate is 0.1, the model error is 10−15, the 

minimum gradient requirement is 10−15 and the upper limit of 

the number of iterations are 10,000. Due to the randomness of 

the experiment, 20 experiments are conducted in order to 

obtain more realistic performance test results of the algorithm. 

The experimental results are as shown in Table 2. 

 

 
 

Figure 5. Model error curve of gradient descent method 

 

 
 

Figure 6. Model error curve of SCG 

 

It can be seen from the experimental results in Table 2 that 

the average recognition rate of the training set and the test set 

selected randomly is 95.18% and the average number of 

iterations is 1,696. The improved SCG algorithm has good 

recognition effect and convergence speed in ORL face 

database.  

Then, the algorithm is verified by using Yale face database. 

From 11 face images of each person in Yale face database, 5 

face images are randomly selected as training samples, and the 

remaining 6 face images are used as test sets, and weights and 

offset values are randomly assigned, selecting 90% of the 

principal component, learning rate of 0.1, model error of 

10−25 , minimum gradient requirement of 10−25 , and the 

upper limit of the number of iterations of 10,000. Due to the 

randomness of this experiment, in order to obtain more 

realistic algorithm performance test results, 20 experiments 

were conducted, and the experimental results are as shown in 

Table 3. 
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Table 2. Experimental results of face recognition of ORL face database 

 
Number of 

experiments 

Recognition rate of training 

samples 

Recognition rate of test 

samples 

Iteration 

times 

Number of extracted principal 

components 

1 100% 94.5% 2461 63 

2 100% 97% 639 60 

3 100% 95% 2916 61 

4 100% 94% 624 64 

5 100% 94.5% 1896 62 

6 100% 97% 1461 60 

7 100% 95% 1384 61 

8 100% 92.5% 1865 62 

9 99.5% 95.5% 1443 61 

10 100% 92% 1517 62 

11 100% 95.5% 2810 63 

12 100% 96.5% 2453 59 

13 100% 95.5% 482 62 

14 100% 96% 3042 59 

15 100% 92.5% 865 60 

16 100% 98% 1540 61 

17 100% 97.5% 1206 61 

18 100% 95% 3567 59 

19 100% 96% 808 61 

20 100% 94% 934 59 

 

Table 3. Face recognition experiment results of Yale face database 

 
Number of 

experiments 

Recognition rate of training 

samples 

Recognition rate of test 

samples 

Iteration 

times 

Number of extracted principal 

components 

1 100 % 88 % 1093 25 

2 100 % 96 % 510 27 

3 97.78 % 96 % 1554 24 

4 100 % 98.67 % 473 23 

5 100 % 96 % 937 21 

6 100 % 86.67 % 447 23 

7 100 % 89.33 % 477 24 

8 100 % 94.67 % 535 22 

9 98.89 % 97.33 % 1053 22 

10 100 % 92 % 949 27 

11 100 % 84 % 532 27 

12 100 % 98.67 % 1007 23 

13 100 % 90.67 % 470 22 

14 100 % 90.67 % 399 23 

15 100 % 92 % 977 26 

16 100 % 96 % 1698 23 

17 100 % 94.67 % 701 26 

18 100 % 100 % 1195 25 

19 100 % 90.67 % 416 22 

20 100 % 92 % 871 24 

 

It can be seen from the experimental results in Table 3 that 

for the training set and the test set selected randomly, the 

average recognition rate is 93% and the average number of 

iterations is 815. The improved SCG algorithm has good 

recognition effect and convergence speed in Yale face 

database. 

 

 

5. CONCLUSIONS  

 

In recent decades, the research of face recognition is very 

extensive, with broad application prospect. The main task of 

face recognition is based on pattern recognition of image 

information processing, in which feature extraction can extract 

main distinguishing information from faces with high 

dimension and large information content, while BP neural 

network can be used as an excellent classifier to classify the 

extracted facial features. The method adopted in this paper is 

to combine PCA feature extraction with BP neural network as 

classifier, and on the basis of BP neural network, uses the SCG 

algorithm to improve the traditional gradient descent 

algorithm to improve the convergence speed and recognition 

rate of the network   

The efforts made in this paper is as follows: 

(1) The PCA method is successfully used to extract the 

features of the face images, and the SVD decomposition 

technique of the matrix is used to avoid the problem of finding 

the eigenvalues and eigenvectors of the 10304 × 10304 

matrix, thus greatly reducing the calculating load. 

(2) The BP neural network is realized to classify the 

extracted face eigenvectors, with certain accuracy. The neural 

network suitable for face recognition is constructed by 

comparing and analyzing the different activation functions, the 

number of hidden layers and the number of hidden layer nodes.  

(3) SCG algorithm is used to optimize the BP neural 

network used in face recognition, and increase the 
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convergence speed and accuracy.  

(4) The ORL face database and Yale face database are tested 

by the face recognition system designed in this paper. The 

excellent recognition rate is obtained in the test experiment, 

and the convergence speed is very fast, which shows that the 

method designed in this paper is of strong practical value from 

the viewpoint of the recognition rate. 

However, the design of this paper also has some defects, the 

test set and training set used are both from ORL face database 

and Yale face database, where the face deflection angle is not 

large, the noise such as illumination is small, and background 

is simple. In the actual face recognition process, we often face 

the above problems and even more problems at the same time, 

so the method designed in this paper has certain applicable 

conditions. And in the process of feature extraction, the 

computation of high dimensional eigenvectors is avoided by 

the technique of SVD decomposition of matrices, but when the 

number of samples and the dimension of samples are very high, 

other methods should be required, which is the direction of 

further study by the author in the future. 
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