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Control charts have gained increasing attention as a feedback process monitoring 

technique in recent times. Among them, CUSUM schemes have proven to be effective for 

monitoring processes with small or moderate sustained mean shifts. However, the 

detection ability of CUSUM schemes is often slow during the initial process setup due to 

the constant control limits. To address this limitation, the fast initial response (FIR) or 

headstart feature has been commonly employed to enhance the scheme's performance at 

process startup. Additionally, the dynamic nature of real-world challenges calls for a more 

sensitive CUSUM scheme capable of rapidly identifying small disturbances in a process. 

In this paper, we propose the utilization of a generalized FIR feature to improve the 

performance of CUSUM schemes for monitoring process means. By incorporating the 

generalized FIR feature, we enhance the control limits of the CUSUM scheme, thereby 

improving its sensitivity to smaller sustained shifts in a process. We assess the efficiency 

of the proposed system by comparing how well it performs against existing alternatives, 

using the average run length (ARL), median run length (MDRL), and standard deviation 

average run length (SDRL) measures. The ARL performance comparison results indicate 

that the suggested approach shows faster detection of small to moderate sustained 

alterations in a particular process. Therefore, this method is especially useful for 

monitoring processes that have observations collected at widely spaced time intervals, 

such as hourly, daily, or weekly measures, where it is believed that any changes over time 

will be minor or moderate. To validate the practical viability of our proposed scheme, we 

showcase its successful implementation in real-world scenarios, utilizing data sets 

acquired from a beverage bottling company and a petroleum refinery laboratory.  

Keywords: 

generalized fast initial response for CUSUM 

charts, small shift detection, process mean 

monitoring, average run length (ARL), 

improved CUSUM charts 

1. INTRODUCTION

Process control has garnered significant attention from 

researchers in various scientific and engineering disciplines in 

recent years. While numerous tools are available for process 

control, statistical process control tools like control charts have 

been widely recognized for their robustness, reliability, and 

effectiveness. Control charts, including memoryless charts 

like Shewhart-�̅� charts [1], as well as memory-type charts like 

cumulative sum control charts (CUSUM) initially proposed by 

Page [2], have been extensively adopted by control 

practitioners for monitoring industrial processes. Another 

instance of a memory-based control chart is the exponentially 

weighted moving average (EWMA) control chart, initially 

suggested by Roberts [3]. 

Furthermore, numerous scholars have explored their utility 

in various domains, in addition to their industrial applications. 

For instance, Wang and Liang [4] examined its utilization in 

the field of education. The utilization of control charts in the 

domains of budgeting, management, and accounting was 

discussed [5-8]. Furthermore, Hwang et al. [9] explored its 

utilization in nuclear engineering, while Woodall [10] 

examined its application in health services. In recent times, the 

application of SPC to flow meter drift and faulty detection 

systems has been investigated by Salamah et al. [11] and 

Benrabah et al. [12] respectively. In addition, the CUSUM 

scheme as a robustness check for modelling fiscal 

decentralization and environmental pollution control, and 

climate monetary policy have been investigated [13, 14]. 

Other advancements and applications of SPC have been 

studied in the references [15-22].  

Let qt denote the quality variable of interest at time t. Let µ0 

and R denote the target and reference values respectively. To 

monitor the mean of a given process, the upper and lower 

CUSUMs designed for this purpose are [2]:  
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𝐶𝑡
+ = max[0, qt − (𝜇0 + 𝑅) + 𝐶𝑡−1

+ ] (1a) 

 

𝐶𝑡
− = max[0, (𝜇0 − 𝑅) − qt + 𝐶𝑡−1

− ] (1b) 

 

where, 𝐶0
+ = 𝐶0

− are the beginning values that are usually set 

to zero. Note that max [a, b] returns the maximum of [a, b] for 

any a, b∈ ℜ (where ℜ is a real number). By designating H as 

the control threshold. Then, H is defined as 

 

𝐻 = ℎ𝜎 (2) 

 

where, h and σ are the control limit multiplier and standard 

deviation of the process respectively. The process will be out-

of-control when Ct
+ or Ct

− exceeds H. Despite CUSUM’s 

effectiveness at detecting small process changes, its constant 

control limit has been a major shortcoming, especially at the 

process startup.  

Typically, this reduces the sensitivity of the process at the 

beginning, which poses a significant economic danger on 

manufacturing sectors. Any disruptions in the process that go 

undetected can lead to substantial financial fines. To enhance 

the sensitivity of CUSUM schemes during the early setup of 

the process, Lucas and Crosier [23] suggested incorporating 

the headstart features. This addition aims to further enhance 

the detecting abilities of CUSUM schemes at the process 

starting. They introduced nonzero starting values for CUSUM 

schemes i.e. 𝐶0
+ = 𝐶0

− ≠ 0. So, under this scheme, the 

CUSUM chart can be written as 

 

𝐶𝑡
+ = max[𝐶0

+, qt − (𝜇0 + 𝑅) + 𝐶𝑡−1
+ ] (3a) 

 

𝐶𝑡
− = max[𝐶0

−, (𝜇0 − 𝑅) − qt + 𝐶𝑡−1
− ] (3b) 

 

where, the parameters remain the same as in Eq. (1). The only 

exception is that 𝐶0
+  and 𝐶0

−  are nonzeros. In some 

applications,𝐶0
+and 𝐶0

− are usually set to half of the decision 

parameter 𝐻. i.e. 𝐶0
+ = 𝐶0

− = 𝐻/2. This is regarded as a 50% 

headstart. More details on the choices of 𝐶0
+  and 𝐶0

−as the 

headstart can be found in the research [24].  

The remainder of this paper is structured as follows: Section 

2 includes CUSUM charts that are based on the modifications 

of the headstart that varies with time. Section 3 introduces the 

suggested chart. Section 4 features performance metrics and 

their evaluation. Section 5 showcases the real-world 

application of the proposed scheme. Finally, Section 6 

concludes. 

 

 

2. CUSUM CHARTS BASED ON THE TIME-VARYING 

FIR (TFIR) ADJUSTMENTS  
 

Research has demonstrated that the persistent FIR 

characteristic improves the effectiveness of CUSUM schemes. 

Nevertheless, the immovable nature of CUSUM schemes and 

their defined control limitations make them less responsive 

during process starts, which presents a notable danger for 

processes that are prone to startup problems. Steiner [25] 

conducted a more in-depth investigation into this subject and 

expanded on the prior research by Lucas and Crosier [23]. 

Steiner introduced a time-varying FIR (TFIR) characteristic 

that tightens the control limit, thereby enhancing the detection 

capability of the EWMA scheme at the beginning of the 

process. He demonstrated that the utilization of TFIR-based 

control limits had a similar effect to the FIR characteristic [23] 

for the CUSUM scheme.  

He suggested the use of the TFIR feature of the form 

 

FIRadj = 1 − (1 − 𝑧)1+𝑦(𝑡−1). (4) 

 

He suggested that the parameter y, could be set equal to 

 

𝑦 = −
1

19
(1 +

2

log10(1 − 𝑧)
) (5) 

 

So, the control limit for CUSUM under this scheme 

becomes  

𝐻 = ℎ𝜎FIRadj (6) 

 

Haq et al. [26] improved the FIR characteristic by 

incorporating a time-varying parameter, thereby further 

boosting the detection capability of CUSUM and EWMA 

schemes. He suggests the use of TFIR given as 

 

MFIRadj = [1 − (1 − 𝑧)1+𝑦(𝑡−1)]
1+

1
𝑡  (7) 

 

Thus, the control limit for CUSUM under this scheme 

becomes  

 

𝐻 = ℎ𝜎MFIRadj. (8) 

 

In either scenario, the process will deviate from in-control 

if either Ct
+ or Ct

− exceeds H. These techniques [25-34], have 

proven effective in enhancing EWMA or CUSUM schemes 

during the startup phase.  

To enable the classical EWMA scheme to revert to its 

original form after incorporating TFIR characteristics, Ajibade 

and Ajibade et al. [27, 28] put forward the generalized version 

of the TFIR (GFIR) for EWMA schemes. In addition, an 

enhancement parameter for its better performance was given. 

However, the use of GFIR for the CUSUM scheme has not yet 

been explored. In this study, we wish to utilize it to improve 

the CUSUM scheme at the process startup. In the next Section, 

the design of the GFIR for the CUSUM scheme will be 

presented.  

 

 

3. PROPOSED CHART: GFIR-CUSUM  
 

Let qt, t∈Ω be an independent and identical quality variable 

of interest indexed by the finite index set Ω =
{𝑡1, 𝑡2, . . . , 𝑡𝑠, . . . , 𝑡𝑛} for some 𝑠, 𝑛 ∈ ℕ, (where ℕ is a natural 

number). Note that the index set Ω contains uniformly spaced 

time t at which each of the quality variables qt is realized. Now, 

assume that qt is with constant variance 𝜎𝑞. Let µ𝑞  denote the 

process mean that is obtained by finding the mean of the 

quality variable qt Our interest is to promptly detect the time t 

when the process 𝑞𝑡  deviates from µ𝑞. Let 𝑡1
 denote the time t 

at which the process deviates from µ𝑞. To monitor the process, 

mean i.e. µ𝑞, the decision structure is formulated as follows: 

 

𝐻0  ∶ µ(𝑡) =  µ𝑞 if𝑡 <  𝑡1, 𝑡 ∈ Ω (9) 

 

𝐻1 ∶ Thereexists𝑡𝑗
′ ∈ Ωsuchthatμ(tj

′) ≠ 𝜇𝑞 ,

𝑡 > 𝑡′, 𝜇(𝑡′) = 𝜇1, 𝑗 = 1,2,3, … 
(10) 

 

where, µ(. ) denote the mean of the quality variable at each 
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time t. This structure utilizes a stopping rule which produces a 

run length 𝑅𝐿  or stopping time for the process 𝑞𝑡 , 𝑡 ∈ Ω such 

that the average run length (ARL) is given as 

 

ARL(μ) = 𝜇𝐸(𝑅𝐿). 
 

here, 𝜇𝐸 represents the average or mean of the random number 

RL relative to the size of the process mean. To enhance the 

sensitivity of CUSUM charts to these mean shifts, we explore 

the concept of GFIR, as suggested by Ajibade et al. [28] 

 

GFIRadj = 1 − (1 − 𝑧)(𝑥+𝑦)𝑡−𝑦, (11) 

 

where, y is identical to the one presented in Eq. (5), 𝑧 ∈
[0.1, 1],  and x is the switch parameter. It is thoroughly 

examined for the EWMA charts [27-30]. For the classical 

CUSUM chart, we could set 𝑥 = 𝑡 + 𝑁(𝑁 ≥ 400). Also, at 

𝑥 = 1/𝑡, GFIRadj will perform as FIRadj. Note that MFIRadj 

is (1 +
1

𝑡
)  power exponentiation of FIRadj . So, the control 

limit for the CUSUM charts based on the GFIRadj  with the 

switching parameters described above are the same as the ones 

given in Eqs. (2) and (4) respectively. To obtain improved 

FIR-CUSUM charts, we set x equal to  

 

𝑥 =
1 + 𝜓

𝑡2
(1 − 𝑡) (12) 

 

So that the control limit for the GFIR-CUSUM scheme 

becomes 

 

𝐻 = ℎ𝜎[1 − (1 − 𝑧)(𝑥+𝑦)𝑡−𝑦] (13) 

 

where, 𝑥 is identical to the one presented in Eq. (11). Choosing 

this value of x considerably tightens the control limit during 

the initial 14 observations, representing the process startup.  

However, decreasing the control limits isn't always 

beneficial because it inherently leads to quicker detection of 

process deviations, thereby increasing the chances of 

encountering a false alarm. Therefore, there exists a 

compromise between reducing the control limits and keeping 

them in their original width, known as the traditional CUSUM 

control limit. However, if there is a need for faster detection of 

process shifts at commencement, it will be necessary to 

significantly reduce the control limit at the beginning of the 

process. The following section will offer the performance 

measure and analysis. 

 

 

4. PERFORMANCE METRICS AND ANALYSIS  

 

The assessment of a charting system's performance usually 

relies on its ARL attributes. ARL denotes the average number 

of observations needed for a chart to detect a signal. This 

metric is further divided into two categories: in-control ARL 

(ARL0) and the out-of-control ARL (ARL1). ARL0 signifies 

the average number of observations needed to detect an out-

of-control signal during normal process operation, whereas 

ARL1 indicates the average number of observations required 

to detect an out-of-control signal after the process transitions 

to an abnormal state. When calculating the ARL, the control 

limit multiplier (h) is continuously modified in order to attain 

the required ARL0. Ajibade et al. [28] have recently 

demonstrated that the steady state-ARL for both the traditional 

EWMA chart and TFIR-based EWMA schemes are identical. 

Considering the asymptotic nature of the GFIR, its impact on 

the control limit of the CUSUM will only affect the 

observations during the initial phase of the process. 

Consequently, the performance measure will only be based 

on the zero-state ARL. Let's denote the size of sustained shifts 

in the mean of a process 𝑞𝑡  as 𝛿 , and let σq represents the 

process’s standard deviation. We will consider a large number 

of observations (50000) generated from a standard normal 

Gaussian process i.e. 𝑞𝑡  ∼ 𝑁(µ𝑞 + 𝛿𝜎𝑞 , 𝜎𝑞),  where µ𝑞 = 0, 

𝜎𝑞 = 1. Here, we use N to represent the standard normal 

Gaussian process. Our consideration of 𝛿  falls within the 

interval 0 ≤ 𝛿 ≤ 2  (noting that 𝛿 = 0  indicates the in-

control state, while 𝛿 > 0 indicates the out-of-control state). 

By utilizing R-language software, we compute the CUSUM 

statistics 𝐶𝑖
+ and 𝐶𝑖

− for these observations using Eq. (1). The 

control limits specified in Eq. (12) are subsequently imposed 

on 𝐶𝑖
+ and 𝐶𝑖

− at every time 𝑡, with the assumption of an in-

control ARL0 = 500. This procedure is iterated 50000 times, 

tracking the time 𝑡  (run length) when either 𝐶𝑖
+   or 𝐶𝑖

−  

exceeds the control limit. This iterative process is referred to 

as a Monte Carlo simulation. Thus, ARL, median run length 

(MDRL) and standard deviation run length (SDRL) are 

obtained by taking the average, median and standard deviation 

of the run length respectively. Table 1 displays the ARL of the 

proposed scheme alongside its counterparts. The data in Table 

1 clearly indicates that the proposed scheme exhibits the 

lowest ARL1 values compared to its counterparts. Figure 1 

presents the ARL curves of the proposed chart and its 

counterparts with an in-control ARL0 = 500. 

 

Table 1. ARL of CUSUM, FIR-CUSUM and GFIR-CUSUM 

control schemes  

 
SCHEME CUSUM FIR-CUSUM MFIR-CUSUM GFIR-CUSUM 

δ ↓   h→ 5.0695 5.0969 5.1124 5.2182 

0.000 500.766 497.209 500.129 500.460 

0.250 145.363 143.958 140.211 131.350 

0.500 39.019 36.671 35.473 30.582 

0.750 17.336 15.504 14.713 11.789 

1.000 10.523 8.826 8.201 6.304 

1.250 7.501 5.844 5.295 4.082 

1.500 5.820 4.320 3.849 3.036 

1.750 4.773 3.357 2.960 2.496 

2.000 4.057 2.768 2.434 2.171 
k = 0.5, z = 0.5 and ARL0 = 500 

Note: The right arrow indicates the values of h and the down arrow indicates 
the values of δ.  

 

 
 

Figure 1. ARL curves of the proposed chart and its 

counterparts with an in-control ARL0 = 500 
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Table 2. MDRL of CUSUM, FIR-CUSUM and GFIR-

CUSUM control schemes 
 

SCHEME CUSUM FIR-CUSUM MFIR-CUSUM GFIR-CUSUM 

δ ↓   h→ 5.0764 5.0953 5.1149 5.2243 

0.00 348.000 346.000 343.000 324.000 

0.25 104.000 98.000 96.000 83.000 

0.50 29.000 27.000 26.000 20.000 

0.75 14.000 13.000 12.000 7.000 

1.00 9.000 7.000 7.000 4.000 

1.25 7.000 5.000 4.000 3.000 

1.50 5.000 4.000 3.000 2.000 

1.75 5.000 3.000 2.000 2.000 

2.00 4.000 2.000 2.000 2.000 
𝑘 = 0.5, 𝑧 = 0.5 and ARL0 = 500 

Note: The right arrow indicates the values of h and the down arrow indicates 
the values of δ. 

 

 
 

Figure 2. MDRL curves of the proposed chart and its 

counterparts with an in-control ARL0 = 500 

Table 3. SDRL of CUSUM, FIR-CUSUM and GFIR-

CUSUM control schemes  

 
SCHEME CUSUM FIR-CUSUM MFIR-CUSUM GFIR-CUSUM 

δ ↓   h→ 5.0695 5.0969 5.1124 5.2182 

0.00 493.945 504.521 516.235 570.418 

0.25 137.321 142.221 142.296 149.279 

0.50 31.872 32.256 32.402 33.390 

0.75 11.214 11.681 11.901 11.816 

1.00 5.494 5.960 6.131 5.749 

1.25 3.334 3.596 3.704 3.191 

1.50 2.267 2.464 2.485 1.883 

1.75 1.667 1.775 1.705 1.225 

2.00 1.300 1.369 1.216 0.846 
𝑘 = 0.5, 𝑧 = 0.5 and ARL0 = 500 

Note: The right arrow indicates the values of h and the down arrow indicates 

the values of δ. 

 

 
 

Figure 3. SDRL curves of the proposed chart and its 

counterparts with an in-control ARL0 = 500 

 

This implies that the proposed scheme will detect small or 

moderate shifts in a process mean more quickly. The direct 

interpretations of the ARLs in the Table 1 are; if the magnitude 

of the shifts in a process mean is 0.25, it will take about 145 

observations for classical CUSUM to detect the shift. Also, for 

the same magnitude of the mean shift, it will take 

approximately 143 and 140 observations for FIR-CUSUM and 

MFIR-CUSUM to detect the shift whereas it will only take 

approximately 131 observations for GFIR-CUSUM to detect 

the shift. That means the newly proposed scheme is 9 

observations faster than the MFIR-CUSUM scheme, and 14 

observations faster than the classical CUSUM scheme. A 

similar analysis applies to other values of the mean shifts. 

Additionally, Table 2 presents the MDRL of the proposed 

chart along with its counterparts. The results also agree with 

the ARLs. Among the control charts presented, GFIR-

CUSUM has the best MDRL values for all the magnitude of 

the mean shifts. Figure 2 shows the MDRL curves of the 

proposed chart and its counterparts with an in-control ARL0 = 

500. 

Finally, Table 3 showcases the SDRL of the proposed 

scheme and its counterparts. The SDRL value of the proposed 

scheme is marginally higher than that of its counterparts due 

to its heightened sensitivity. Figure 3 shows the SDRL curves 

of the proposed chart and its counterparts with an in-control 

ARL0 = 500. 
 

 

5. APPLICATIONS  

 

In this part, we showcase the real-world application of the 

newly introduced technique by employing two separate 

datasets: one containing measurements of bottle filling heights, 

and the other consisting of Di-glycol amine (DGA) data. The 

initial dataset is provided as an application-example I, whereas 

the subsequent dataset is offered as an application-example II. 

 
5.1 Application-example I: Vertical dimensions of filled 

beverage-bottles  

 

The task of filling empty bottles with soft drinks poses a 

challenge for bottling companies in the soft drink production 

process. The fillers simultaneously dispense the beverages into 

30 bottles. This dataset is sourced from Ajadi et al. [35]. We 

observe the dataset utilizing the suggested method and its 

alternatives by employing Eqs. (1), (2), (6), (8), and (13), 

along with the decision parameters specified in Table 1. 

Specifically, the values for k and z are both 0.5, and the control 

limit multiplier that results in an average run length (ARL0) of 

500. The visual depictions are exhibited in Figures 4a-d. It is 

seen in Figures 4a-c that the process is in-control for CUSUM, 

FIR-CUSUM and MFIR-CUSUM. However, GFIR-CUSUM 

is able to locate two out-of-control scenarios at the 8th and 9th 

observations. These two out-of-control scenarios fall within 

the startup of the process, hence a corrective action could be 

made. 
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(a) CUSUM control chart (b) FIR-CUSUM control chart 

  

  
(c) MFIR-CUSUM control chart (d) GFIR-CUSUM control chart 

 

Figure 4. Application of the proposed chart and its counterparts to bottling data set 

 

5.2 Measurement units and numbers 

 

Di-glycol amine (DGA) is a derivative of amine used in the 

refinery industry to eliminate Sulfur compounds from 

petroleum gases via a chemical method called the gas 

sweetening process.  The dataset monitors the precision of the 

Di-Glycol Amine (DGA) analyzer. Further details about the 

dataset can be found in Ajadi et al. [36]. 

We evaluate the dataset using the suggested scheme and 

compare it to other schemes using Eqs. (1), (2), (6), (8), and 

(13), as well as the decision parameters provided in Table 1. 

Specifically, the values of k and z are both set to 0.5, and the 

constant h is adjusted to achieve an average run length (ARL0) 

of 500. The visual depictions are shown in Figures 5a-d. Upon 

comparing the control charts shown in Figures 5a-d, it is 

evident that the standard CUSUM, FIR-CUSUM, MFIR-

CUSUM, and the suggested GFIR-CUSUM schemes all 

identify instances of out-of-control scenarios. Specifically, 

these schemes detect such scenarios between the 19th and 41st 

observations, as well as between the 59th and 84th 

observations. This implies that the dataset does not exhibit any 

initial problems or difficulties. This result is consistent with 

the conclusion made using EWMA charts [20]. It is worth 

mentioning the limitations of the proposed monitoring scheme 

i.e. GFIR-CUSUM. As previously discussed, there is a strong 

focus on sensitivity during the process startup, while less 

attention is given to the post-startup phase. Future research 

should aim to enhance both the process startup and post-

startup phases concurrently. One useful suggestion to achieve 

this could be to implement the dynamic generalized fast initial 

response method [29]. 
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(a) CUSUM control chart (b) FIR-CUSUM control chart 

  
(c) MFIR-CUSUM control chart (d) GFIR-CUSUM control chart 

 

Figure 5. Application of the proposed chart and its counterparts to DGA data set 

 

 

6. CONCLUSIONS 

 

This work employs generalized quick initial response 

features to enhance CUSUM schemes. The recently acquired 

GFIR-CUSUM scheme is extremely responsive to slight or 

moderate changes in the process mean. We examine the 

attributes of Average Run Length (ARL), Median Run Length 

(MDRL), and Standard Deviation of Run Length (SDRL) 

through the utilization of Monte Carlo simulations.  The ARL 

values suggest that the proposed method can detect shifts in a 

process mean more rapidly than its predecessors. Moreover, 

the proposed Scheme exhibits superior Median Run Length 

(MDRL) values for all the mean shifts. Nevertheless, the 

SDRLs of this product are slightly elevated compared to its 

competitors due to its heightened sensitivity.  

In order to showcase the implementation of the suggested 

chart, we utilize actual statistics from bottling corporations and 

petroleum refinery laboratories to exemplify the tangible 

utilization of the proposed system. The proposed graphic 

identified two instances of the bottling process being out of 

control, while all other charts showed that the process stayed 

in control. Subsequently, it was discovered that the suggested 

plan is exceptionally responsive in identifying minor 

alterations in the process, especially during the first stages. 

Due to its exceptional sensitivity, the proposed scheme will be 

highly effective in monitoring processes that experience 

difficulties during startup, particularly those that require 

observations at long intervals, such as hours, days, or weeks. 

Slow detection of changes in the process during these intervals 

can result in severe consequences. 
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