Subject Detection of Algerian Posts for Opinion Analysis

Kheira Zineb Bousmaha1, Khaoula Hamadouche2, Nawel Cheurfaoui3, Lamia Hadrich-Belguith4

1 Computer Science Department, RIIR Laboratory, Oran 1 Ahmed Ben Bella University, Oran 31005, Algeria
2 Computer Science Department, FSEA, RIIR L, Oran 1 Ahmed Ben Bella University, Oran 31005, Algeria
3 Computer Science Department, Oran 1 Ahmed Ben Bella University, Oran 31005, Algeria
4 Computer Science Department, MIRACL Laboratory, FSEGS, University of Sfax, Sfax 3018, Tunisia

Corresponding Author Email: k.hamadouche@esi-sba.dz

ABSTRACT

Nowadays, opinion analysis and text classification become interesting tasks in social media studies. Moreover, keyword extraction technology is important research topic and the basis of building corpora, information retrieval, text analysis and text classification...etc. Most studies carry out on the binary problem classification which has historically received more attention in the machine learning community compared to multi-class classification problem. They are often done on academic languages, leaving aside the dialects despite of their increasing use in the social networks. There is very little effort that has been dedicated in the Arabic language especially its dialects such as Algerian dialect, intended for the analysis of opinions. In this work, we aim to realize an innovative and original approach for multi-class classification task and subject detection in the field of marketing. These classes are considered as subjects of the Algerian posts. We collected dataset from Facebook and annotated them with 11 labels. We applied TF-IDF word embedding method to vectorise and extract keywords by giving a weight for each token. In the final stage, our model was trained using input vectors. We applied a deep neural network on our annotated dataset. We achieved a precision of 83%.

1. INTRODUCTION

Opinion analysis is rapidly becoming a very available field of study for research and an extremely valuable tool applied in almost all business and social domains because opinions are at the heart of almost all human activities and are key influencers of our behaviors [1]. The goal is to analyse, based on the texts exchanged on social networks, the sentiments, opinions, attitudes, and emotions expressed by communities on various. In the current global economy, marketing plays a crucial role for businesses, encompassing the creation, communication, delivery, and exchange of value-driven offerings for clients, customers, partners, and society at large. Recent years have seen notable shifts in marketing, driven by digital technologies and the widespread use of social media. Marketers in Algeria must stay updated on these changes to maintain competitiveness globally. The Algerian consumer has also evolved, becoming more educated, tech-savvy, and discerning. This evolution promotes businesses in Algeria to adapt their marketing strategies to meet changing customer preferences. Despite growth opportunities, Algerian businesses face challenges such as insufficient infrastructure, limited funding access, and a shortage of skilled marketing professionals [2].

One of the most important and indispensable challenges in machine learning is the classification task [3, 4]. The binary class problem is better handled by text classification techniques that work more efficiently. However, there has not been extensive research on the application of these algorithms and models for multiclass text classification, particularly in the Arabic language and its dialects [5].

On the other hand, subject detection from social networks is a large area where the researchers have studied various models and methods to enhance it and get a better clustering to understand the interests of Internet users, facilitate effective future recommendations and signal new breaks.

In addition, keyword extraction is an active research field covering many applications, especially, text classification [6]. It involves automatically identifying a set of terms that most accurately describe the topic of a document or text [7].

In this research, we develop a system for the detection of topics of posts in the field of marketing in the Algerian dialect while particularly using deep learning techniques. The processing of the Algerian dialect therefore becomes a crucial task for the reliability of our system. The particularity of this work is the extraction of keyword from the data using the TFIDF. These keywords are descriptive words or phrases that characterize documents. The overall objective of TF-IDF is to measure statistically the importance of a word in a collection of documents, this is ideal for words, indicating the subject, which appear less frequently.

The outcomes of our research hold vast potential for applications in various facets of marketing. For instance, the developed approach could be instrumental in enhancing digital marketing strategies, market research, and content
optimization for businesses operating in Algeria. The ability to discern and categorize content into specific subjects, such as Accessories and jewelry, etc., opens avenues for tailoring marketing efforts to suit the preferences and trends within the Algerian market. Moreover, marketing professionals and businesses stand to benefit from more accurate insights into consumer behavior. This heightened understanding enables the creation of targeted and personalized marketing campaigns and fostering improved customer engagement.

This article is structured as follows: In related works section, we introduce an overview of text classification and keyword extraction. Section 3, introduces our proposed approach for Algerian dialect processing and topic detection. The following section presents the evaluation of our approach and the experimental results with a discussion. At the end, we provide the conclusion.

2. RELATED WORKS

Text classification is an approach of machine learning which assigns a specified set of categories to a given text. It could be used to structure, organize, and categorize almost any type of text, over time, it becomes one of the most essential tasks in Natural Language Processing (NLP) [8] with wide applications like sentiment analysis, topic labeling, subject detection or spam detection, etc.

We based on keyword extraction technique and deep learning approach to classify the texts (detect the subjects). The existing approaches for automatic keyword extraction can be divided into three approaches [7, 9-12]:

- The first one is rules based.
- The second one is statistics approach.
- The third is artificial intelligence approaches that include Machine learning algorithms.

They are summarized below in Figure 1.

![Keywords extraction methods](image)

**Figure 1.** Keyword extraction methods

In the following, we will see some of the realized works on keyword extraction and text classification in foreign and Arabic languages.

One of the earliest studies by Moh’d and Mesleh [13] aimed to develop a system using SVMs for the classification of Arabic articles. In the preprocessing phase, the classifier utilized the CHI square method for feature selection. Compared to alternative classification methods, the system demonstrated notable effectiveness, achieving a high F-measure of 88.11%.

Most of studies done in the keyword extraction field used the TF-IDF technique such as study by some authors [9, 14-17], and it has shown promising results in a variety of languages. Boukil et al. [14] presented a novel method for classifying Arabic text. They employed an Arabic stemming algorithm to extract, select, and minimize the necessary features. Following this, they employed the Term Frequency-Inverse Document Frequency technique (TF-IDF) as a feature weighting technique. Finally, for the classification, they utilized deep CNN algorithms. They deduced that the CNN model performs better on the Arabic text classification task than SVM and LR. They could achieve excellent results with 92.94 accuracy as shown in the Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Data 27k</th>
<th>Data 55k</th>
<th>Data 111k</th>
<th>Data 27k</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>81.23</td>
<td>82.17</td>
<td>83.46</td>
<td>86.31</td>
</tr>
<tr>
<td>SVM</td>
<td>83.04</td>
<td>84.77</td>
<td>86.9</td>
<td>88.2</td>
</tr>
<tr>
<td>CNNs</td>
<td>86.3</td>
<td>87.12</td>
<td>89.75</td>
<td>92.94</td>
</tr>
</tbody>
</table>

In the study by Aipe et al. [15], authors developed a deep Convolutional Neural Network (CNN) for multilabel classification of crisis related tweets. They have used TF-IDF to extract the keyword, and represented them with pretrained word2vec model. The matrix representation is fed into a convolutional layer to the classification (seven categories). The used dataset consists of 49K English tweets. Experimental results show that they achieved significantly better performance with their proposed system compared to the existing state-of-the-art models.

The study by Yao et al. [9] used English news text as the research purpose of keyword extraction method. Authors combined TextRank and TF-IDF techniques in order to extract the text keyword by building word graph model, counting word frequency and inverse document frequency, and considering the weight of the headlines positioning. This combined model achieved 99.1% recall, better than the original algorithms.

An interesting work carried out by Song et al. [16], it explored the keywords features presented in Chinese texts. Utilizing the TF-IDF algorithm, it incorporated unique Chinese features such as word length, part of speech (PoS), and lexicon. An enhanced TF-IDF weighting formula was devised, considering these text features comprehensively. The paper proposed a keyword matching scoring approach and suggested transforming keywords ‘cut off’ by Chinese word segmentation into formal keywords. Cross-comparison experiments demonstrated that the improved algorithm surpasses traditional approaches. Another recent study produced by Loukam et al. [18] where the authors described an approach for extracting key phrases from modern standard Arabic (MSA) texts, based on the Association Rules model. They collected a corpus comprising 100 press articles sourced from 5 media outlets, with an average of 319 words each. The proposed system consists of two primary modules: Text preprocessing and Association Rules mining. The experimental results are promising, with higher than 60% of precision, recall and f-score, and can exceed 70%.

Khan et al. [19] conducted various experiments to demonstrate the significance of context-based key extraction in comparison to conventional methods. They used a contextual word embedding “KeyBERT” to extract keywords from documents and match them with author-assigned
keywords. Therefore, they focus on the connection between words within the context of the sentence. They collected 1363 English research articles for keyword extraction. The proposed model exhibited an average similarity rate of 51%, surpassing that of other baseline methods.

2.1 Discussion

The reviewed literature predominantly centers on binary text classification and keyword extraction within the scope of MSA, English, and other languages like Chinese. Unfortunately, there is a noticeable gap as these studies tend to overlook the rich diversity of Arabic dialects, particularly the Algerian dialect. While models designed for MSA and other languages benefit from established Natural Language Processing (NLP) tools and understanding, this advantage does not seamlessly extend to Arabic dialects.

The linguistic characteristics and nuances inherent in the Algerian dialect present distinct challenges that warrant specialized attention. Unlike MSA, the Arabic dialects like Algerian dialect incorporates unique expressions, cultural references, complex morphology, linguistic variations, and lack of resources [20], requiring a tailored approach for accurate classification and extraction.

In the realm of topic detection and classification, studies leveraging deep learning methodologies have demonstrated promising results. Deep learning algorithms exhibit a remarkable capability to automatically learn features essential for effective classification tasks [14]. Moreover, it is noteworthy that several of these studies have successfully incorporated traditional techniques such as TF-IDF in collaboration with deep learning models. This combination has shown to enhance the overall performance of topic detection systems, showcasing a synergy between advanced neural network approaches and established feature extraction methods in achieving robust classification outcomes.

In our study, we address these limitations by specifically focusing on the Algerian dialect and the multi-class problem. The adoption of a deep learning approach was driven by the complexity of the multi-class classification task and subject detection in marketing posts. Deep neural networks excel at learning intricate patterns and representations in data, allowing for a nuanced understanding of the diverse subjects discussed in marketing content. The decision to utilize a deep learning model aligns with our goal of achieving a more accurate and sophisticated classification, considering the varied nature of marketing-related posts in the Algerian context.

By combining TF-IDF for keyword extraction and a deep learning approach for multi-class classification, our methodology aims to leverage the strengths of each technique to enhance the overall effectiveness of our research.

3. METHODOLOGY

Subject detection or multi-class classification in academic languages and in the state-of-the-art studies generally follows the following pattern in Figure 2. This approach could not be applied to the Algerian dialect due to the unavailability of NLP tools for AD. It was necessary either:

- Design NLP tools for Algerian dialect.
- Or translate into an academic language (Arabic, English, French...) and use ML tools.

![Figure 2. The classical model for subject detection](image)

3.1 Our proposed solution

In this part, we present our proposed approach for the automatic processing of the Algerian dialect and the system realized for the subject detection of posts in Algerian dialects, treated as a multiclass classification problem, in the marketing domain. It differs from other classical approaches. Its originality lies in the introduction of deep learning which allowed us to have a model:

- Evolving with the Algerian dialect, which is not bounded either by its grammar or by its vocabulary.
- Flexible with the infinite number of subject categories that can exist in a domain.
- Relevant because the subject is well targeted by a set of keywords in the dataset.

Our system is divided into many parts including Data collection, Preprocessing, Word representation and Deep Learning. Figure 3 presents our system architecture.

![Figure 3. System architecture](image)
3.2 Data collection

Our dataset contains 1000 posts in the Algerian dialect and in Arabizi annotated manually by 11 classes (Accessories and jewelry, Electrical appliances, Electronic Devices, Sports equipment, Sleeping equipment, Fashion and clothes, Kitchen tools, Foodstuffs, Makeup, Kitchen robots, Online subscription offers) from the marketing domain and retrieved from the Jumia e-commerce site, Djezzy, Ooredoo pages using Facepager tool (https://facepager.software.informer.com/). Arabizi is a form of chat language in which Arabic words are written using Latin alphabets and numbers [21, 22]. Figure 4 presents an extract of Algerian dialect data written in Arabic and Arabizi that includes an example for each class.

---

**Figure 4.** Extract of our Algerian dialect data written in Arabic and Arabizi

*the_input = '7abit tetferej match avec une bonne qualité?? Jumia

Arabizi هو نوع من الطرق الإلكترونية

Smart TV condor 3la maw9i3 https://deals.dz.jumia.com/alger-sity smart condor #Tv*

**Figure 5.** Input example

*حيبي، أنت فطور، أنت صمود، أنت جودة، أنت بروفيتو، أنت عروض، أنت الأجهزة.*

*الإلكترونيات، كي، تلفزيون، كوندور، موقع، كوندور، كي، تلفزيون*

**Figure 6.** Output result

*[keywords_posts_dialectes_algerien class

| 0 | الأدوات والمطبخ |
| 1 | س López مكن ساعات لسأركامس فير ميرو华夏 |
| 2 | أجهزة الكترونية |
| 3 | المطبات وال-area |
| 4 | الكشفيات والمطبات |
| 5 | معدات ايكادوم |
| 6 | أجهزة المطبخ |
| 7 | أجهزة التحكم على الإنترنت |
| 8 | أجهزة التلفزيون |
| 9 | ايجاز المطبخ |
| 10 | أجهزة اللومينير |

**Figure 7.** Set of keyword associated to each class

---
The distribution of posts among these classes is as follows:
- Accessories and Jewelry: 95 posts.
- Electrical Appliances: 93 posts.
- Electronic Devices: 85 posts.
- Sports Equipment: 83 posts.
- Sleeping Equipment: 85 posts.
- Fashion and Clothes: 90 posts.
- Kitchen Tools: 95 posts.
- Foodstuffs: 94 posts.
- Makeup: 10 posts.
- Kitchen Robots: 90 posts.
- Online Subscription Offers: 85 posts.

### 3.3 Preprocessing

The goal of data pre-processing is to extract only the important data from the whole dataset in order to reduce the complexity of the computation and subsequently have more accurate results. There are some of steps to process the Algerian dialect [23]:

- **Step 1:** URL and special characters removal and Tokenisation.
- **Step 2:** Transliteration from foreign languages or Arabizi [24] to Algerian Arabic using Google Translate.
- **Step 3:**
  - Stop words and numbers cleaning
  - Arabic letters normalization:

    ابروفيتووو وووووووو طلة على كل عروض الاجهزة الالكترونية
    Which means in English: "taaaake the opportunity and looook at the electronic offers"

- **Became:**
  - ابروفيتووو ووووووو طلة على كل عروض الاجهزة الالكترونية

**PoS Tagging arabe:** POST is the process that indicate the function of each word in a sentence by assigning a tag to this word [8]. Arabic has three parts of speech and there are clear grammatical rules for each part. The three parts of Arabic speech are: 
- **Ism** (nouns, adjectives, pronouns),
- **Fi3l** (Verbs),
- **Harf** (letters, prepositions, particles).

We are manually defining a list of Arabic and Algerian adjectives and then removing them.

The presence of adjectives and pronouns in the set of extracted words does not improve subject detection, so we choose to remove them and keep only nouns and verbs. As shown in the following example, text containing Arabic and Algerian adjectives: 

"تخفيض هلال عرض جميل" which means in English: "Great discount, nice offer", the result after eliminating the adjectives: "discount offer”.

The result of this preprocessing is the representation of each category by sets of words as we see in Figure 5 and Figure 6.

The example means in English: "Do you want to watch the match in high quality? Jumia with amazing offers on electronic devices. Take advantage today, on site https://deals.dz.jumia.com/alger-sity".

Result of the data preprocessing in Figure 7.

### 3.4 Data vectorization by TF-IDF and key word extraction

This is a fundamental process in natural language processing because it allows the machine learning algorithms and even computers to understand text. Our neuron network takes as input our vocabulary vectorized by the TF-IDF which associates to each word a specific weight. This can be defined as the calculation of the word pertinence in a corpus. TF-IDF gives a high weight to the rare term and a low weight to the common term [25], which is very adequate for our task, we consider the set of extracted words, after preprocessing, as a set of keywords for the associated category. It is a metric that multiplies the two quantities tf and idf [26, 27]:

- **Term frequency:** It signifies how many times a word t is present in a given document d.
- **Document frequency:** It indicates the number of documents in a collection D that contain a specific word t. It
measures the distribution of a word across the entire document set.

- **Inverse Document Frequency**: It is computed as the logarithm multiplied by the inverse probability of a word being found in any essay.
- **Calculation**: \( \text{tfidf}(t,d,D) = \text{tf}(t,d) \times \text{idf}(t,D) \).

Our model will learn on these keyword called Vocabulary contains 473 items.

### 3.5 Label Encoding

Classes must also be represented by numerical values, for this we use label encoding, called Label Encoding. This function allows to associate a unique number for each class in our database. After applying this function we get the following result in Table 2:

<table>
<thead>
<tr>
<th>اكسسوارات ومجوهرات</th>
<th>Accessories and jewelry</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Electrical appliances</td>
</tr>
<tr>
<td>2</td>
<td>Electronic Devices</td>
</tr>
<tr>
<td>3</td>
<td>sports equipment</td>
</tr>
<tr>
<td>4</td>
<td>Sleeping equipment</td>
</tr>
<tr>
<td>5</td>
<td>الزي والملابس</td>
</tr>
<tr>
<td>6</td>
<td>عرض الشرائح على الإنترنت</td>
</tr>
<tr>
<td>7</td>
<td>Online subscription offers</td>
</tr>
<tr>
<td>8</td>
<td>أدوات المطبخ</td>
</tr>
<tr>
<td>9</td>
<td>kitchen tools</td>
</tr>
<tr>
<td>10</td>
<td>مواد غذائية</td>
</tr>
<tr>
<td>11</td>
<td>مستحضرات التجميل</td>
</tr>
<tr>
<td>12</td>
<td>makeup</td>
</tr>
<tr>
<td>13</td>
<td>روبوتات المطبخ</td>
</tr>
</tbody>
</table>

### 3.6 deep learning

Deep Learning utilizes supervised learning, but the machine’s internal architecture is different: it is a "neural network", a virtual machine consisting of neurons that each execute small simple calculations, it more powerful and effective method [28]. Our deep learning performed occurs after the preprocessing of the data.

#### 3.6.1 Training and test

The dataset will be partitioned into two databases, the first one is dedicated to train the model and build it, and the second one is for testing and validation of the latter. The neural network must be trained on a training set to obtain a model, and then the test set will validate it.

#### 3.6.2 Our deep learning approach architecture

The hyper-parameters and parameters [10] fixed before the training, if we judge, via the evaluation metrics, that the model is not valid, they will be manipulated and modified and the training is redone until the final model is obtained. The Dropout set to 0.4 and the number of epochs set to 2.

- **The first layer**: composed of 2000 neurons, it takes, as input our vocabulary vectorized by the TF-IDF and provides outputs that are the result of activation function **ReLU** on the sum of the input vectors multiplied by the weight and the bias, we recall that the layers are interconnected.

- **The second layer**: The number of classes will be the input of the layer with **SIGMOID** activation function. It called the prediction layer.

- **ReLU**: Rectified Linear Unit, an activation function frequently employed in neural networks, it introduces non-linearity to the network, allowing it to acquire different patterns. ReLU function defines as: \( f(x) = \max(0,x) \). If the input is positive \((x>0)\), the output is the input itself; if the input is negative \((x<0)\), the output is zero.

- **Sigmoid**: An activation function that referred to as the logistic function, is frequently employed in neural networks. It aims to generate an output within the range of 0 and 1, indicating the probability of membership in a specific class. The formula is: \( f(x) = 1/(1+e^{-x}) \).

- **Dropout**: It involves temporarily deactivating a portion of the neurons and their connections during the learning process allowing the network the opportunity to discover new ways to solve the given problem, and improve generalization and reduce overfitting [29].

The Figure 3 illustrate our neural network architecture.

### 4. EVALUATION AND RESULTS

The study of the predictive values that called test set allows us to define if our model is reliable, and in which cases it makes errors and to what extent. We choose the most used metrics to evaluate our model: Precision, recall.

The modification of the parameters and hyper-parameters depends on the precision. The objective is to have a precision that converges to 1.

The configuration of our model provided relevant results as shown in Table 3.

<table>
<thead>
<tr>
<th>Loss</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.53%</td>
<td>83.03%</td>
<td>100%</td>
<td>90.72%</td>
</tr>
</tbody>
</table>

We prepared some texts in the field of marketing and apply our model to extract keyword, detect and predict the subject or the category of these texts from the 11 classes. Table 4 gives two examples with their classes.

In Table 5, we present a comparison between some works in the sentiment analysis field under the following dimensions: study, number of class and results. The purpose of this comparison is the classification, disregarding the research objective of these works. We emphasize that the works cited in the table concern the Algerian dialect [30, 31], the Moroccan dialect [32], Modern Standard Arabic and Colloquial Arabic [33]. All of them used ML or DL techniques. As observed in the previous comparative table, the performance metrics are influenced by factors such as the class number. Our research is one of the limited studies that have been done in the multiclass classification task with a considerable number of classes (11 classes).

### 4.1 Discussion

Achieving a precision of 83.03% demonstrates the model's ability to make accurate positive predictions across the multiple classes, and the recall of 100% signifies the model's
capability to identify all instances belonging to the positive classes.

Table 4. Examples with their predicted classes

<table>
<thead>
<tr>
<th>Input</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>besh tkoun 3andek une belle peau mechi obligé tkouni makeup girl, les produits de la Rochefay et Vichy sont ideales cet été. Code promo. Jumia%30.</td>
<td>Makeup</td>
</tr>
<tr>
<td>Which means in English &quot;A special offer for girls to have beautiful skin, you don't need to be a girl, Roché Posay and Vichy products are ideal this summer.&quot;</td>
<td>Foodstuffs</td>
</tr>
<tr>
<td>Marakch' 7ab tayeb fdan?? Wach 7abak taki lyoum? Tacos et pizzas 🍗 mane3and Jumia Food dayra promo ta3 hbaal <a href="https://deals.dz.jumia.com">https://deals.dz.jumia.com</a> #tacos #pizza</td>
<td>Online subscription offers</td>
</tr>
<tr>
<td>Which means in English &quot;Don't want to cook at home?? What are you going to eat today? Tacos pizza from Jumia Food with a great promo&quot; Journé special sport 🏋️‍♂️</td>
<td>Sport equipment</td>
</tr>
<tr>
<td>Which means in English &quot;Special sport day 🏋️‍♂️&quot; You want to practice sport in your home, but you don't have gym equipment 🏋️‍♂️, Jumia always with you 🤝 🎤 &quot;</td>
<td></td>
</tr>
<tr>
<td>عرض خاص لبنات تمساح الفتيان، والمزيد من العروض على موقعنا: <a href="http://www.ooredoo.dz">http://www.ooredoo.dz</a></td>
<td></td>
</tr>
<tr>
<td>&quot;What do you think you can do for 100 DZD at Ooredoo? You can benefit from Facebook and Messenger and unlimited calls! In addition to 500 Mo internet and 100 DZD credit! And everyone is good all day! More information on our website: <a href="http://www.ooredoo.dz">http://www.ooredoo.dz</a>&quot;</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Comparative analysis between our proposed work with other Arabic works

<table>
<thead>
<tr>
<th>Study</th>
<th>Number of Class</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[30]</td>
<td>2 classes:</td>
<td>Accuracy: 85%</td>
</tr>
<tr>
<td></td>
<td>positive, negative</td>
<td></td>
</tr>
<tr>
<td>[31]</td>
<td>3 classes:</td>
<td>Accuracy: 84.21%</td>
</tr>
<tr>
<td></td>
<td>Positive, negative, neutral</td>
<td></td>
</tr>
<tr>
<td>[32]</td>
<td>4 classes: POS, NEG, Objective, Sarcasm</td>
<td>Accuracy: 83%</td>
</tr>
<tr>
<td>[33]</td>
<td>5 classes: Very negative, Negative, Neutral, Positive Very, positive</td>
<td>Accuracy: 80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recall: 100%</td>
</tr>
<tr>
<td>Our work</td>
<td>11 classes</td>
<td></td>
</tr>
</tbody>
</table>

However, it's crucial to acknowledge the limitations of our project. The dataset used, although carefully selected, is relatively small. Nevertheless, when we systematically tested various samples in our model, we observed that instances of miscategorization were very rare. This suggests that our small dataset is representative, and the model's performance can be projected onto a much larger dataset. It's noteworthy that the posts in our dataset are longer compared to comments, providing the advantage that these 1000 posts include a diverse range of Algerian words. Additionally, the multiclass classification within the same post, a scenario that is rare to be found, poses challenges in terms of training and evaluating the model effectively.

5. CONCLUSION AND PERSPECTIVES

The study of natural language and of the mechanisms necessary for its automatic processing by machines is a rich field, with many potential applications. In the treatment of the Algerian dialect, the major limitation encountered and which causes a real handicapped is the call to an important sum of expert knowledge: lexicons, grammar rules, semantic networks. In this work, we have addressed this problem by treating the difficulties inherited from the Arabic language by translating the words in foreign languages and Arabizi into Algerian Arabic. We used TF-IDF for the extraction of keyw ...


