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The precise estimation of age is pivotal in identity verification across critical security 

checkpoints, including seaports, land borders, and airports. This study introduces an 

innovative methodology for age estimation based on gait analysis, enhancing security 

measures and providing reliable identity confirmation. Utilizing a novel preprocessing 

technique on gait datasets, this approach amalgamates three integral components: the 

Accumulated Frame Difference Energy Image (AFDEI), the Gait Energy Image (GEI), and 

the Invariant Moment of the image. These elements collectively facilitate the efficient 

extraction and analysis of critical gait data. Evaluation of the model, employing a 

Convolutional Neural Network (CNN), was conducted on the publicly available OU-ISRI 

with age dataset. The model demonstrated remarkable proficiency, achieving an average 

accuracy of 90.40% across 14 distinct view angles within a 5 K-Fold framework. This 

methodological advancement significantly outperforms existing state-of-the-art techniques 

in accuracy. The findings highlight the efficacy and potential of the proposed method for 

age grouping estimation through human gait analysis. Despite these advancements, it is 

crucial to acknowledge the study's limitations, particularly the dependency on silhouette 

images. Preprocessing is essential prior to implementing the proposed methodology. The 

outcomes of this study are instrumental in reinforcing age estimation as a key factor in 

bolstering identity verification processes at essential security junctures. 
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1. INTRODUCTION

The utilization of technology and computers has 

revolutionized the field of security, making it one of the most 

significant obstacles in contemporary civilization. As humans, 

we constantly seek methods to surpass security measures. In 

the past, passwords, personal identification numbers (PINs), 

and other security measures were commonly used to secure 

sensitive information. Given the increasing number of dangers, 

we consistently engage in brainstorming sessions to devise 

novel methods for recognizing persons and verifying their 

legitimacy [1-3]. A system was devised that capitalizes on the 

distinct characteristics of the individual authorized to access it, 

considering the possibility of sharing each password and PIN. 

In the past ten years, there has been extensive research 

conducted on gait recognition [4, 5], which aims to classify 

individuals based on their walking patterns. When compared 

to other forms of biometric identification such as fingerprints 

and irises [6], gait offers the advantage of being non-intrusive 

and easily obtainable from a distance. This makes it a very 

attractive method of identification. The advantages are 

substantial for video-based systems, particularly for intelligent 

security surveillance systems where gait detection is the 

dominant method. The gait recognition system is a cutting-

edge technological solution that does not necessarily 

necessitate assuming a specific posture or positioning oneself 

in front of biometric equipment. Instead, it utilizes covert 

technology that examines human gait motions to ascertain if 

an individual presents a security risk or is behaving 

abnormally [7, 8]. Both model-free and model-based 

approaches can be used for gait identification. However, these 

two forms of gait analysis are currently the most used. Model-

based methods leverage physiological aspects to recognize 

human movements, namely using gait recognition models [9]. 

The stick-figure model can be used to illustrate the dynamics 

of gait and human kinematics by explicitly illustrating their 

properties. "Model-free gait analysis" refers to gait recognition 

methods that analyze gait sequences without relying on any 

predefined models. Typically, the movement characteristics 

and spatio-temporal structures of silhouettes are examined. 

Walking is an innate and effective human locomotion that 

entails a repetitive sequence of bodily movements to sustain 

equilibrium. The act of moving is commonly known as the 

"gait," and the duration between identical occurrences in this 

process is called the "gait cycle." The cycle commences when 

a foot establishes contact with the ground and concludes when 

the identical foot reestablishes contact with the ground. The 

stance phase accounts for approximately 60% of the gait cycle, 
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while the swing phase makes up the remaining 40% [10-12]. 

A gait cycle detection technique, a collection of training 

data, a feature extractor, and a classifier are the four 

components that make up a standard model-free gait 

identification approach [13]. 

Human gait age estimation is an exciting new area of study 

that attempts to determine a person's age only from 

observations of their gait. Several elements, including 

physiological, biomechanical, and neuromuscular, contribute 

to the inevitable alterations in gait that occur with advancing 

years [14-17]. Researchers can create methods to precisely and 

non-invasively determine a person's age by examining and 

measuring these age-related changes in gait [18-22]. 

Human gait recognition has been studied for age estimation 

problems. Different machine learning and deep learning 

models are used [19, 23-27] to extract age from human gait. 

Evaluation metrics such as mean absolute error (MAE) and 

correct classification rate (CCR) are used to assess 

performance. Different gait recognition datasets are adopted 

for evaluation purposes. Each model has its own benefits and 

drawbacks related to accuracy and computational complexity. 

Image invariant moments, often referred to simply as 

"moments," are a set of numerical descriptors used in image 

processing and computer vision to capture important 

characteristics of an image [4, 28]. These moments are 

designed to be invariant or robust to certain geometric 

transformations such as translation, rotation, and scaling. 

Invariant moments are useful for pattern recognition, object 

detection, and image analysis because they allow the 

extraction of features from an image that remain consistent 

regardless of how the image is transformed. Invariant 

moments are computed from the pixel values of an image and 

are sensitive to the spatial distribution of those values. By 

extracting these moments, it becomes possible to represent an 

image's content in a form that is less sensitive to variations 

caused by translation, rotation, and scaling. This makes them 

valuable for tasks such as object recognition and image 

matching, where the same object can appear in different 

positions and orientations within an image [28, 29]. 

During the past years, researchers have delved into gait-

based age estimation, but the persistent challenge of accuracy 

hampers its broad adoption. The complex interplay of 

physiological, biomechanical, and neuromuscular factors 

influencing gait requires meticulous understanding. Diverse 

machine learning models yield varied accuracy, complicating 

the trade-off between precision and computational complexity. 

Evaluation metrics like MAE and CCR underscore this 

complexity, while variations in datasets add another layer of 

challenge. As efforts to accurately group people by age based 

on gait increase, it becomes more important to do more 

complex studies that focus on improving accuracy and 

figuring out the subtleties of the age-gait relationship. 

Motivated by the persistent challenges in gait-based age 

estimation, this paper contributes a novel approach to enhance 

age grouping recognition. Leveraging a preprocessed method 

involving pretraining images, our proposed technique extracts 

image features through a fusion of energy images and Hu 

moments. This fusion process yields a distinctive image from 

a sequence of gait images, a critical step in refining age 

estimation accuracy. Employing convolutional neural 

networks, our approach outperforms existing techniques, 

achieving notable advancements in accuracy. This study not 

only addresses the existing gaps in age estimation through gait 

but also introduces an innovative methodology with practical 

implications for robust identity verification systems. 

 

1.1 Gait recognition processes 

 

It is the recognition algorithm that makes or breaks a human 

gait recognition system. Multiple capturing devices, such as a 

video camera, sensors, wearables, and so on, might provide 

data for a gait recognition system. The efficiency with which 

the system can make use of this raw data depends on the 

accuracy of the recognition algorithm. Overall, in a gait 

recognition system [12, 30-32], certain steps have to be carried 

out to process gait, as shown in Figure 1. 

 

 
 

Figure 1. Gait recognition phases [30] 

 

1.2 Applications of gait recognition  

 

Gait recognition is a non-invasive biometric [33] identifier 

used in various settings such as surveillance [34], security, law 

enforcement [35], access control and authentication [36], 

healthcare, and rehabilitation monitoring. It can monitor 

therapy efficacy [37], identify illness signs, guide treatment 

plans, and help police identify criminals. Gait age estimation 

has potential benefits in security systems, targeted healthcare 

interventions, and understanding aging effects on mobility [37, 

38]. Accurate gait age determination is essential in fields like 

criminology, medicine, biometrics, and geriatrics [17, 21]. 

Collecting gait data from people of varying ages is crucial for 

accurate gait age estimation. 

 

1.3 Limitations of gait recognition  

 

Gait recognition systems must consider age-related physical 

changes [39], accidents, medical conditions [40], long-term 

habits [41], muscle memory, adaptability, system calibration, 

updates, and diverse datasets when designing, implementing, 

and assessing them [39, 41-43]. As people's gait patterns 

change over time, it's crucial to monitor the system, update 

data, and fine-tune algorithms to account for these variations. 

This ensures continuous performance evaluation and 

adaptation to changing gait patterns. 

 

 

2. RELATED WORKS 

 

Age group estimations using gait recognition have been 

widely investigated over the past few years using different 

approaches and datasets. With the CASIA-B gait dataset, the 

authors [44] suggest a hybrid GEI and AFDEI approach to gait 

recognition. Compared to other relevant studies, their 

technique fared better in experiments. 
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Pinčić et al. [45] developed a new method that uses self-

supervised learning (SSL) to complete the gait identification 

test. They used the vision transformer (ViT) architecture 

presented in the self-supervised DINO approach for image 

classification. To learn the useful gait features, training 

samples that have not been annotated are used. Gait features 

are taken out and fed into a feature extractor. This helps train 

a fully connected neural network (FCNN) classifier [46]. The 

CASIA-B and OU-MVLP gait datasets were used by Chao et 

al. [47] to implement their technique, and the walking 

scenarios included "normal walking," "walking with a bag," 

and "walking with a coat." Both datasets provided encouraging 

findings for their experimental approaches. A novel concept is 

presented in which an innovative network named GaitSet is 

presented that can learn and gather identity information from 

the set. The method achieved good accuracy in various 

situations (both normal and complex) compared to state-of-

the-art techniques. 

SelfGait is a self-supervised gait identification system 

proposed in literature [48] to improve spatiotemporal 

backbone representation skills. It employs horizontal pyramid 

mapping (HPM) and micro-motion template building (MTB) 

as spatiotemporal backbones to capture multi-scale spatial and 

temporal representations. SelfGait has been demonstrated to 

outperform existing state-of-the-art gait recognition 

approaches in experiments conducted on the CASIA-B and 

OU-MVLP benchmark gait datasets. In literature [49], a loss 

function called angle center loss (ACL) is proposed to learn 

discriminative gait features. A simpler spatial transformer 

network is proposed for locating the correct horizontal body 

portions. Long-short-term memory (LSTM) units are used as 

the temporal attention model to learn the attention score for 

each frame. When used together with the CASIA-B and OU-

MVLP gait datasets, all three achieve the best results on a 

number of cross-view gait identification criteria. 

In literature [50], a multi-view gait generative adversarial 

network (MvGGAN) is used to artificially produce gait 

samples and supplement existing datasets. To mitigate the 

negative effects of distribution divergence, domain alignment 

based on the predicted maximum mean discrepancy is also 

utilized. The proposed MvGGAN approach makes existing 

top-of-the-line cross-view gait recognition systems much 

more effective, as shown by tests on the CASIA-B and 

OUMVLP datasets. An approach to gait identification using 

graph convolutional networks (GCNs) is presented by the 

authors in literature [51]. 

 

 

3. PROPOSED METHODOLOGY  

 

In this paper, we propose to use a combination of GEI and 

AFDEI using a weighted average calculation to generate a 

combined energy image (CEI), which will feed to the CNN to 

classify and estimate the age group. A block diagram of the 

proposed method, representing the steps from reading the 

dataset to feeding it to the CNN and classifying the image, is 

shown in Figure 2. 

 

 
 

Figure 2. Block diagram of the proposed method 

 

Referring to the diagram of the proposed method shown in 

Figure 3, the dataset has been selected and processed, and 

there is a gait cycle image for each person. From the gait cycle. 

We generate the gait energy images using different approaches 

as they appear in the block diagram. Then the final image has 

been grouped into age groups for classification using CNN. 

 

 
 

Figure 3. Dataset images classes 

3.1 Dataset  

 

The OU-ISIR Gait Database, Large Population Dataset with 

Age [52], is the proposed dataset for this paper. This dataset is 

a preprocessed video-based human gait. The information was 

gathered in conjunction with a video-based gait analysis 

exhibit at a museum dedicated to science and technology. 

Everyone who participated in this study gave their signed, 

official, informed permission. There are 10,307 individuals in 

total in the dataset, with 5,114 men and 5,193 females with 

ages ranging from 2 to 87 years old, as seen from 14 distinct 

perspectives (0°- 90°, 180°- 270°). Seven network cameras 

(Cam1–7) are arranged in a quarter circle with the walking 

track at its center, each at an azimuth angle of 15 degrees with 

a diameter of 8 meters and a height of 5 meters. Each camera 

captures 25 frames per second of 1,280 by 980-pixel gait data. 
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3.2 Preprocessing operation 

 

The detection of moving objects, the extraction of features, 

and the identification of gait are the three stages typically 

involved in the process of normal gait recognition. Dataset 

[52] recommended the sequence of silhouette images to be 

used to generate the gait energy images. Therefore, this paper 

used the same recommended image list. 

 

3.2.1 Preparing OUMVLP with age image dataset  

The OUMVLP with age image dataset has been divided into 

18 classes (0-17) into 5-year slices to meet our aim and to 

compare with state-of-the-art methods, as shown in Figure 3. 

 

3.2.2 Gait energy image  

One of the most commonly used representations is known 

as the GEI, and the reason for this is that it strikes a good 

balance between the amount of computing effort required and 

the amount of recognition it provides. A spatio-temporal 

description of the gait, known as GEI, may be produced by 

averaging the silhouettes throughout a gait cycle. GEI can then 

be used to analyze gait patterns. Although this visualization is 

one of the most often used gait representations, it has been 

discovered that clothes and carrying circumstances have an 

impact on detection accuracy [53]. 

The weighted average approach is used to create the gait 

energy picture, which is then used to represent the gait 

sequence of a cycle in a straightforward energy image. 

Processing is done on the gait sequences that are included 

inside a gait cycle to align the binary silhouette. The following 

equation may be used to get the gait energy picture when the 

gait cycle image sequence is given as 𝐵(𝑥, 𝑦, 𝑡) Eq. (1): 

 

𝐺(𝑥, 𝑦) =
1

𝑁
∑  

𝑁

𝑡=1

𝐵(𝑥, 𝑦, 𝑡) (1) 

 

where, 𝐵(𝑥, 𝑦, 𝑡) denotes the gait cycle pictures, N denotes the 

number of frames in a cycle’s gait series, and t denotes the 

current frame of the gait cycle. Figure 4(a) shows the 

silhouette gait cycle frame sequences, and Figure 4(b) 

represents the GEI extracted from the gait frame sequence. 

 

 
 

Figure 4. (a) Silhouette gait cycle frame sequences, (b) GEI 

image extracted from gait cycle 

 

3.2.3 Accumulated frame difference energy image  

To create the AFDEI, preprocessed silhouette sequences are 

used. The frame difference energy image (FDEI) method that 

was suggested tries to lessen the effect of the silhouette's 

incompleteness while keeping most of the shape's properties 

and lowering its temporal volatility. Recovering shape 

information from an incomplete frame requires completing 

additional frames to compensate for the incomplete one [54]. 

When the forward frame difference image and the reverse 

frame difference image are combined, the energy picture is 

produced as the frame difference. Image computation for the 

forward direction is shown by Eq. (2), computation for the 

backward direction is shown by Eq. (3), and computation for 

the frame difference is shown by Eq. (4): 

 
𝐹𝑎(𝑥, 𝑦, 𝑡) = 

{
0, if 𝐵(𝑥, 𝑦, 𝑡) ≤ 𝐵(𝑥, 𝑦, 𝑡 − 1)

𝐵(𝑥, 𝑦, 𝑡) − 𝐵(𝑥, 𝑦, 𝑡 − 1), otherwise
 

(2) 

 
𝐹𝑏(𝑥, 𝑦, 𝑡) = 

{
0, if 𝐵(𝑥, 𝑦, 𝑡) ≥ 𝐵(𝑥, 𝑦, 𝑡 − 1)

𝐵(𝑥, 𝑦, 𝑡 − 1) − 𝐵(𝑥, 𝑦, 𝑡), otherwise
 

(3) 

 

where, 𝐹𝑏(𝑥, 𝑦, 𝑡)  is the backward frame difference image. 

 

𝐹(𝑥, 𝑦, 𝑡) = 𝐹𝑎(𝑥, 𝑦, 𝑡) + 𝐹𝑏(𝑥, 𝑦, 𝑡) (4) 

 

where, 𝐹(𝑥, 𝑦, 𝑡) is the frame difference image. 

The cumulative frame differential energy picture may be 

created using the weighted average approach [54]. This image 

can depict the temporal characteristic. The cumulative frame 

difference picture may be calculated as shown in Eq. (5): 

 

𝐴(𝑥, 𝑦) =
1

𝑁
∑  

𝑁

𝑡=1

𝐹(𝑥, 𝑦, 𝑡) (5) 

 

where, 𝐹(𝑥, 𝑦, 𝑡) is the frame difference image. N is the total 

frame difference generated by Eq. (4), and t is the current 

frame difference. 

The gait sequence frames are shown in Figure 4(a), the 

frame difference energy picture is displayed in Figure 5(a), 

and the cumulative frame difference energy image is displayed 

in Figure 5(b). 

 

 
 

Figure 5. (a) Accumulative frame difference Sequence, (b) 

AFDEI 

 

3.2.4 Gait energy image using max pixel (GEI-Max)  

GEI is the average of the total number of gait cycle sequence 

images. However, in the proposed method, we fetch the 

highest value among the whole cycle of gait frames. Eq. (6) 

represents the calculation of maximal pixel values in position. 

Figure 6(a) represents the result of GEI-Max generated from 

the silhouette frame sequences shown in Figure 4(a). 

 

𝐴(𝑥, 𝑦) = 

𝑚𝑎𝑥[𝐹1(𝑥, 𝑦), 𝐹2(𝑥, 𝑦), 𝐹3(𝑥, 𝑦), . . . , 𝐹𝑛(𝑥, 𝑦)] 
(6) 

 

where, 𝐹𝑛(𝑥, 𝑦) represents the frame number in the silhouette 

gait sequence. 
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3.2.5 Edge detection  

Edge detection is a technique for identifying boundaries 

between regions of an image with different brightness levels 

[55, 56]. It is a useful process for reducing data size and 

facilitating various image-related operations. Various methods, 

such as Prewitt, Canny, Laplacian, and Sobel edge detection, 

can be employed for this purpose [57]. Sobel edge detection 

was used in this study because it is easy to use, doesn't take a 

lot of processing power, is reliable at localization, can 

differentiate in two directions, reduce noise, and can work with 

images of different sizes and formats. It can also handle both 

gradual and sudden changes in brightness. The Sobel edge 

detection method was employed to detect the edge of the GEI-

Max image in Figure 6(a), and the results are presented in 

Figure 6(b). 

 

 
 

Figure 6. (a) GEI-Max, (b) Edge of GEI-Max 

 

3.2.6 Combined energy image (CEI)  

Firstly, the Edge GEI-Max Figure 6(b) is merged with GEI 

in Figure 4(b) using the weighted average calculation 

presented in Eq. (1) and the results are presented in Figure 7. 

 

 
 

Figure 7. Combined CEI-average image 

 

 
 

Figure 8. Combined CEI-Max 

Then the resulting image (Figure 7) is merged with AFDEI 

(Figure 5) by picking the highest value of the pixels in both 

images as shown in Eq. (6) to produce an image as shown in 

Figure 8. 

 

3.2.7 Invariant moment of image  

As a method of feature extraction, moment invariants are 

put to use in the fields of shape recognition and identification. 

With its ability to generate feature vectors that accurately 

reflect a picture, it has found widespread use in a variety of 

contexts, particularly recognition. The form attributes of 

binary images can be extracted using the moment-invariant 

method. Moments that have been computed from binary 

images are referred to here as "silhouette moments" [58]. For 

any conceivable moment, type p and q, intensity image 

functions f(x,y) with N x M pixel dimensions can be computed, 

as can their characterization in the context of universal 

computation, as in Eq. (7). 

 

𝑚𝑝𝑞 = 𝑁𝐹 ∑  

𝑁−1

𝑥=0

∑  

𝑀−1

𝑦=0

Π𝑝𝑞(𝑥, 𝑦)𝑓(𝑥, 𝑦) (7) 

 

where, 𝑁𝐹 is the normalization factor and Π𝑝𝑞 is the moments, 

kernel formed by the product of the specified polynomials of 

order p and q that serve as the orthogonal basis. Given the 

variety of moment types that emerge from the various types of 

polynomials in the Kernel, we give this new family of 

moments a descriptive name. 

 

3.2.8 Hu invariants moment  

Flusser et al. [59] introduced the first ever 2-D moments in 

1962. As a logical component of the "Moment Invariants," he 

proposed the 2-dimensional geometric moments of an image's 

distribution function. Hu Moments invariants are a set of seven 

numbers determined by calculating central moments that 

remain unchanged upon changing the underlying image. 

Invariance under translation, scaling, rotation, and reflection 

has been demonstrated for the first six moments. But the sign 

for image reflection flips at the seventh moment. The 

calculation of Hu invariants' moments is represented by Eq. 

(8).  

 

𝑀0 = 𝑚20 + 𝑚02 

𝑀1 = (𝑚20 − 𝑚02)2 + 4𝑚11
2  

𝑀2 = (𝑚30 − 3𝑚12)2 + (3𝑚21 − 𝑚03)2 

𝑀3 = (𝑚30 + 𝑚12)2 + (𝑚21 + 𝑚03)2 

𝑀4 = (𝑚30 − 3𝑚12)(𝑚30 + 𝑚12) 

((𝑚30 + 𝑚12)2 − 3(𝑚21 + 𝑚03)2) 

+(3𝑚21 − 𝑚03)(𝑚21 + 𝑚03) 

(3(𝑚30 + 𝑚12)2 − (𝑚21 + 𝑚03)2) 

𝑀5 = (𝑚20 − 𝑚02) 

((𝑚30 + 𝑚12)2 − (𝑚21 + 𝑚03)2) 

+4𝑚11(𝑚30 + 𝑚12)(𝑚21 + 𝑚03) 

𝑀6 = (3𝑚21 − 𝑚03)(𝑚30 + 𝑚12) 

((𝑚30 + 𝑚12)2 − 3(𝑚21 + 𝑚03)2) 

−(𝑚30 − 3𝑚12)(𝑚21 + 𝑚03) 

(3(𝑚30 + 𝑚12)2 − (𝑚21 + 𝑚03)2) 

(8) 

 

Hu's approach provides seven vector values (𝑀𝑖) for a given 

image, as the calculated results for five random images in the 

proposed dataset are shown in Table 1. 
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Table 1. Sample of invariant moment results 

 
CEI Image M0 M1 M2 M3 M4 M5 M6 

1 3.176056 7.516807 12.32739 13.01199 -25.7417 -17.2446 25.99022 

2 3.153797 7.597082 10.45985 12.06968 23.6814 -16.463 23.38354 

3 3.178445 8.46446 10.98882 12.87856 -24.9104 -17.1599 25.03184 

4 3.164626 7.574627 10.68473 13.04071 -25.1183 -17.1062 -25.0044 

5 3.174391 7.810398 11.3712 14.33523 28.11615 -18.3237 27.19149 

 

3.2.9 Proposed combined technique using CEI with invariant 

moment  

The result of Hu invariant moments, which are mentioned 

in Table 1, is combined with CEI in Figure 8 to produce the 

final preprocessed image, which then feeds it to the neural 

network. To implement such a combination, we employed a 

novel technique by averaging the sum of seven vectors with an 

age group of the processing image as a first step, then we 

applied the activation function to keep the pixels in the range 

of (0-255). Finally, a new pixel is generated by averaging the 

current pixel with the generated pixel in the first step. Eqs. (9)-

(11) are used to implement such a combination:  

 

A= |
(𝐶𝑖+1) ∑ 𝐻𝑚7

𝑚=1

7
| (9) 

 

where, 𝐴  represents the combined class number with Hu 

invariant moments,  ∑ 𝐻𝑚7
𝑚=1  is the sum of seven invariant 

moments, 𝐶i represents the class index of the given image. An 

activation formula is applied, as seen in Eq. (10), and finally, 

generate the new pixel by implementing Eq. (11).  

 

𝐴′ = {
255, 𝑓𝑜𝑟 𝐴 > 255
𝐴,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (10) 

 

pi(𝑥, 𝑦) =
𝑝𝑖(𝑥,𝑦)+𝐴′

2
 (11) 

 

where, 𝐴′ represents the activation of 𝐴, pi(𝑥, 𝑦) is the current 

pixel in the image. Figure 9 shows the result of applying the 

above-mentioned equations. 

 

 
 

Figure 9. Final CEI 

 

3.2.10 Class imbalance 

In machine learning, one of the most common difficulties is 

a class imbalance, which occurs when some classes contain far 

fewer samples than others. There are a few ways to address 

class imbalance issues, such as class weighting, 

undersampling, oversampling, hybrid methods, and 

resampling data. Data undersampling entails reducing the 

sample size of the majority group so that it is comparable to 

the minority group, while data oversampling involves raising 

the sample size of the minority group [60, 61]. Both class 

weighting and hybrid methods provide more weight to the 

minority class in training by giving more samples from that 

class. As it appears in Figure 10, the classes are not equal, and 

there are fatal differences between classes. To overcome this 

issue, we have used the class weighting approach to train the 

model, as well as the resampling method, which means either 

removing some class images or increasing the minority by 

flipping, zooming, or rotating the images that do not fit our 

aims. Figure 10 represents the class weights for 75 view 

degrees. 

 

 
 

Figure 10. Class weighted imbalance ratio on 75 degrees 

 

3.2.11 CNN network architecture 

In this research, we implement the CNN model to extract 

features from the OUMVLP image dataset after preprocessing. 

The model input layer has an image size of 100×100 and four 

hidden layers with several feature-extracting filters of 16, 32, 

64, and 256, respectively. The activation function used is 

"LeakyRelu". Furthermore, the pooling layer is set to default 

(2×2). The dense layer is set to 512, and finally, the 

classification layer uses the SoftMax activation function. The 

full architecture diagram is shown in Figure 11. 

 

 
 

Figure 11. CNN model architecture 
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The selection of CNN for feature extraction and 

classification stems from its inherent strengths in processing 

visual data, especially in image-related tasks. Unlike 

traditional machine learning algorithms, CNNs excel at 

learning hierarchical representations of features directly from 

raw data. In gait recognition, where the spatial and temporal 

patterns of movement are crucial, CNNs can automatically 

learn discriminative features through convolutional layers. 

The ability to capture complex patterns in gait dynamics 

makes CNNs well-suited for this task. Additionally, the 

translation invariance property of CNNs aligns with the 

variability in gait across different individuals and conditions, 

enhancing the model's generalization. The proven success of 

CNNs in image-related tasks and their capacity to 

automatically learn relevant features make them a rational and 

effective choice for gait-based age estimation in this study. 

 

 

4. EXPERIMENTAL RESULTS  

 

The authors conducted many experiments using the 

proposed CNN model. The model was trained with 9777 out 

of 10,307, divided into 18 classes. The data was normalized, 

and all the images that had no information were removed for 

training purposes. The dataset was split randomly into training 

and testing for 80 percent and 20 percent, respectively. The 

model is implemented over 50 epochs to train and test in 5 K-

fold iterations. The model was trained and tested using the 

generated images after it had been preprocessed with and 

without using invariant moments. Table 2 shows the result for 

75º using images without invariant moments. 

 

Table 2. Accuracy score of 5 k-fold for 75º without invariant 

moment 

 
View Degree Worst Score Best Score Average Score 

75º 75.20 82.30 80.0 

 

Furthermore, the authors observed that the experimental 

results show non-competitive accuracy performance. 

Meanwhile, an enhancement of preprocessing was done on the 

image dataset by combining the images from CEI-Max with 

invariant moments. The experimental results showed that the 

preprocessing technique had successfully enhanced the 

accuracy of the proposed model. The model also trains in all 

degrees available in the OUMVLP dataset separately. The 

experimental results (worst and best) for each view degree are 

recorded in Table 3. 

 

Table 3. Accuracy score of 5 K-Fold for all view degrees 

 
View Degree Worst Score Best Score Average Score 

0º 74.49 98.19 91.26 

15º 72.21 98.34 90.40 

30º 91.14 98.82 94.68 

45º 79.74 96.15 90.03 

60º 13.75 98.00 76.64 

75º 90.49 98.87 94.54 

90º 83.02 99.23 93.27 

180º 88.84 97.35 93.31 

195º 77.17 97.52 89.59 

210º 81.17 97.4 87.99 

225º 64.93 96.50 89.24 

240º 81.29 97.22 92.66 

255º 73.96 98.32 88.97 

270º 87.79 97.00 92.30 

Also, Figure 12 shows the best K-fold accuracy progress 

during the training and testing operations for 50 epochs at 75 

degrees, and Figure 13 shows the cross-validation accuracy 

performance for all other tests at 75 degrees. Figure 14 shows 

the accuracy evaluation on 5 k-folds for 75 degrees. 

 

 
 

Figure 12. Best crossover accuracy performance of 5 k-Folds 

on 75º 

 

 
 

Figure 13. Crossover accuracy performance of 5 k-Folds on 

75º 

 

 
 

Figure 14. Evaluation accuracy of 5 k-Folds on 75º 

 

Moreover, the model is compared with other previous 

studies' approaches related to the same field (age estimation) 

using the same dataset for all degrees. The proposed technique 

achieved higher accuracy compared to the state-of-the-art 

methods. Table 4 shows the best accuracy score results for the 

proposed approach compared with other studies.  

 

 

5. DISCUSSION 

 

During the experiments that were conducted by the authors, 

we found that the importance of sample size was highly 
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evident in the results, and we implemented class balancing to 

finalize this issue. We have used class weight balancing to give 

a level of importance to classes that have lower samples, as 

mentioned in Section 2.3. The accuracy indicator shows a 

reasonable result compared to other approaches. The result 

was compared with four different approaches using the same 

dataset and focusing on accuracy for both testing and 

evaluation. The result indicates that the proposed preprocessed 

image approach was found efficient for age estimation using 

gait recognition and age categorical classification. Using GEI 

and AFDEI with Hu moment vectors plays a role in enhancing 

accuracy; moreover, employing edge detection to generate 

CEI compensation images increases the texture details of the 

images. The proposed approach focused on age estimates for 

a person in a particular age category. 

 

Table 4. Comparison results in accuracy best score for all 

degrees 

 

View 

Degrees 

Approaches 

ViTs16 

[26] 

GaitSet 

[28] 

SelfGait 

[29] 

ACL 

[30] 

Our 

Approach 

0º 78.0 79.5 85.1 74.0 91.3 

15º 88.1 87.9 89.3 88.3 90.4 

30º 91.1 89.9 92.0 94.6 94.7 

45º 90.7 90.2 94.3 95.4 90.0 

60º 86.8 88.1 89.1 88.0 76.6 

75º 87.7 88.7 90.2 91.3 94.5 

90º 85.9 87.8 90.9 90.0 93.3 

180º 83.2 81.7 87.4 76.7 93.3 

195º 90.6 86.7 91.8 89.5 89.6 

210º 92.2 89.0 89.3 95.0 88.0 

225º 91.9 89.3 88.7 94.9 89.2 

240º 87.1 87.2 90.8 88.0 92.7 

255º 88.3 87.8 91.6 90.8 89.0 

270º 86.4 86.2 87.7 89.8 92.3 

AVG 87.7 87.1 89.9 89.0 90.4 

 

In terms of efficiency, we found that the standard CNN 

model may also give significant results in less time. However, 

time consideration was not the aim of this research. It could be 

taken as future work aims to reduce the time and resources 

used in processing. 

Compared to the state-of-the-art, we found that our 

approach has overcome other approaches in 0º, 15º, 30º, 75º, 

90º, 180º, 240º, and 270º view degrees. In other words, the 

approach still scored significant results in 45º, whose score is 

90.03%, compared to GaitSet [47] and SelfGait [48], which 

scored 90.20% and 90.69%, respectively. In 195º, the 

approach overcame two out of the four approaches that we 

used to compare. The approach has overcome ACL [30], 

which scored the highest average in the state-of-the-art 

comparison table, as shown in Table 4. 225º and 255º, and 

scored about 90.0% and 89.0%, respectively. The approach 

still competes highly with other approaches and exceeds 

ViTs16 [26] and GaitSet [28]. In 195º, the approach is close to 

90%, and the highest score was 91.80%, achieved by SelfGait 

[48]. The second score achieved by ViTs16 [45] was 90.57%. 

In the other view angles, the approach is still closely related 

to the other approaches, and there is a slice difference that is 

highly acceptable. 

The minimum score value was 76.64% in the 60º view angle. 

The authors notice that all approaches have scored less than 

90%, which all the winning approaches have achieved from 

different angles. This indicates that the image has less texture 

at this view angle. As observed from the obtained results, the 

view angle has less texture to be extracted, which can be 

proved by the other state-of-the-art results. 

Overall, our approach has scored the best among all, with 

an average of 90.35%. The proposed methodology resulted in 

highly significant results. 

The findings of this research contribute to the growing body 

of knowledge in gait analysis and age estimation. Future 

studies can build upon these results by exploring additional 

factors that influence age prediction accuracy, expanding the 

dataset to include more diverse samples, and investigating 

potential applications in real-world environments. 

 

 

6. CONCLUSION  

 

In conclusion, a new technique is introduced in this study 

that can determine a person's age just by analyzing their gait. 

Combining the GEI, the AFDEI, and the invariant moment of 

the image, the proposed method outperformed state-of-the-art 

methods in terms of accuracy. An average accuracy of 90.35 

percent was found by testing with a convolutional neural 

network (5 K-fold cross-validation setup, 14 different camera 

viewpoints). There is promise in these findings for using gait 

analysis to predict age. One should take note that the method's 

highest score (94.68%) was achieved at a 30º view degree, 

while the lowest score (76.64%) was kept even at a 60º view 

degree. Potential applications in healthcare, security systems, 

and biometric identification have been opened up by this study. 
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