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With the high-speed development of multimedia technologies, news content is very rich, 

including not only text but also image information. One of the most essential approaches 

for detecting fake news is through content analysis. Feature extraction and representation 

are the crucial steps of the task. How to accurately characterize news content is still a 

challenging problem. This article seeks to assist readers comprehend the various strategies 

connected with feature extraction and representation. Therefore, we scan various digital 

libraries to find all relevant papers published since 2010. This paper reviews methods that 

can extract and represent features from three perspectives: text, image, and multi-modal. In 

particular, we count the usage of these methods in various fake news detection tasks and 

detail the related theories. We hope that this review can promote the advancement of 

machine learning, neural networks, and other technologies so as to provide better services 

for fake news detection. 
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1. INTRODUCTION

Given the network's rapid expansion, especially the rise of 

5G networks, the social media platforms have also accelerated 

the spread of all kinds of fake news. Fake news is 

acknowledged by all countries as one of the biggest threats to 

economic and social stability. Due to its negative impacts, fake 

news detection (FND) has become increasingly important, and 

this problem has attracted enormous public attention, as well 

as rising attention from the scholarly community. As far as we 

know, the existing review articles on FND are all about 

different detection methods, mainly discussing their basic 

theories, frameworks, and respective advantages and 

disadvantages. The academic literature on FND has reviewed 

and evaluated methods from four perspectives [1]. Previous 

studies have explored the existing methods and techniques for 

identifying and mitigating fake news [2], focusing on the 

advantages and limitations of each approach. Previous 

research has established the primary methods for detecting 

fake news that are now accessible, as well as how these 

methods can be used in various contexts [3]. But they all 

ignored the most important part of the FND, which is feature 

extraction and representation (FE&R). 

Through the literature review of the past thirteen years 

(2010-2023), We can verify the authenticity of news in terms 

of knowledge, style, dissemination, and sources [1]. We can 

also test the authenticity of news from the perspectives of 

content, feedback, and intervention [2]. We can even carry out 

false news detection from the perspective of context and 

feature fusion [4]. Regardless of the method used, the main 

technologies used are traditional machine learning and deep 

learning. The so-called knowledge-based FND is essentially to 

carry out fact verification. Automatic news fact verification is 

made up of two primary components: fact extraction and fact 

checking. With the tremendous growth of science and 

technology, automatic fact-verification approaches have been 

created that heavily rely on SVM, Decision Trees, Machine 

Learning, and neural network technology [5]. Both the style-

based FND method and the knowledge-based detection 

method analyze the content of news. The difference is that 

knowledge-based detection approaches primarily examine the 

veracity of news, whereas style-based methods assess the goal 

of news and decide whether it has a subjective intention to 

deceive readers. We think that certain malicious entities create 

fake news to manipulate people's trust, and these fake news 

articles have a distinct type of content. The style of news can 

be represented by machine learning features, which are 

composed of textual features [6] and visual features [7]. The 

FND method based on propagation first obtains the relevant 

information in the process of news communication and then 

constructs a tree or graph structure for binary classification 

tasks (true or fake). The entity that first posts news articles is 

represented by the root node of the tree structure, and users 

who forward articles are represented by other nodes [1]. A 

graph structure can more flexibly capture news dissemination 

data, and a heterogeneous graph structure has different types 

of nodes and edges [2].  

Feature extraction and feature representation are closely 

related but distinct concepts in the fields of machine learning 

and data analysis. Feature extraction involves transforming 

raw data into a more compact and meaningful representation 

by extracting relevant information or patterns. This procedure 

seeks to minimize the dimension of the data, filter out noise, 

and capture the most relevant features. Feature extraction 
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techniques can be domain-specific or general-purpose and 

may include methods like edge detection, local feature 

extraction, or frequency analysis. On the other hand, feature 

representation refers to the encoding or representation of the 

extracted features in a manner appropriate for machine 

learning techniques or other data analysis techniques. It 

involves transforming the extracted features into a numeric or 

structured format that can be easily processed by algorithms. 

The type of feature representation used is determined by the 

nature of the data and the specific purpose. They are widely 

used in domains including machine learning, computer vision, 

and natural language processing. Table 1 shows the summary 

of feature extraction technologies in FND. There are numerous 

applications of FE&R, such as text classification [8], image 

recognition [9], news filtering [10], machine translation [11], 

and spam detection [12]. We categorize existing evaluated 

studies into two types: The first type is based on a single-

modal approach, which only extracts and represents features 

of news text or image content [13]. The second type is a multi-

modal approach based on mixed representations of news’ text 

and image feature extraction [14]. 

FE&R is a fundamental problem in FND. Regardless of 

which detection method is summarized above, FE&R are 

always crucial steps. The sole distinction is that some 

concentrate on the textual or visual aspects of news 

information, while others consider both aspects 

simultaneously. In a follow-up study, Conroy et al. [6] 

suggested that textual aspects describe content style on four 

levels of language: lexicon, syntax, discourse, and semantics. 

They hold the opinion that malicious entities seek to provide 

fake information in a specific manner to captivate readers and 

gain their trust. Jin et al. [15] not only pointed out that images 

are extremely popular and have a significant impact on Weibo 

news propagation, but also claimed that image propagation 

patterns differ between fake news and real news events. 

Therefore, they characterize these patterns visually and 

statistically for FND. According to the study by Qian et al. [16], 

social media posts contain a large amount of multi-model 

features that can be utilized to determine whether the news is 

fake by merging textual and visual information. 

 

Table 1. The summary of feature extraction in FND 

 

Methods Literatures 

Feature Extraction 

Text Image 
Text-

Image 

Knowledge [5, 17, 18] √   

Style [6, 7, 15, 19, 20] √ √  

Propagation [21, 22] √   

Source [23] √   

Content [8, 9, 14] √ √ √ 

Feedback [24, 25] √   

Intervention [26, 27] √   

Context [28-31] √ √ √ 

Feature fusion [32-35] √  √ 

Machine 

learning 
[7, 30] √ √ √ 

Deep Learning [36-40] √ √ √ 

 

This review seeks to aid knowledge of the various FE&R 

methodologies. Therefore, we search across multiple digital 

libraries to find all relevant papers published since 2010. We 

hope that this paper can promote the evolution of machine 

learning, neural networks, and other technologies so as to 

provide better services for FND. 

The remainder of the paper is arranged as follows: Section 

2 delves into the most prevalent textual feature representation 

methods, discussing their properties and some famous 

applications in the reference. Section 3 summarizes the 

approaches used to express visual features. Section 4 provides 

a detailed introduction to multi-modal feature representation 

methods. Finally, some important discussions and conclusions 

are proposed in Sections 5 and 6. 

 

 

2. TEXT-BASED FEATURE REPRESENTATION 

 

Textual feature representation refers to the methods and 

techniques used to extract meaningful information from text 

data and represent it in a format suitable for analysis or 

machine learning tasks (Figure 1). 

 

2.1 Bag-of-Words (BoW) 

 

It is one of the most common methods for the classification 

of text [41, 42]. This basic technique represents a document as 

a collection of words, disregarding the order or grammar. 

Every word in the document is considered a distinct feature, 

and the feature value is determined by how frequently each 

word appears. BoW is simple but doesn't capture the semantic 

relationships between words [43]. An elementary illustration 

of a text-based BoW model is provided, commencing with the 

following pair of basic text documents: 

Document1: “human machine interface for computer 

applications” 

Document2: “human machine system engineering testing of 

interface” 

Create the following dictionary using the words found in the 

aforementioned two documents: 

Vocabulary= {"human": 2, "machine": 2,"interface": 2, 

"for": 1, "computer": 1, "applications": 1, "system": 1, 

"engineering": 1,"testing": 1, "of": 1}. 

Since there are ten words in the aforementioned dictionary, 

each with its own index, we may represent each sentence with 

a 10-dimensional vector. The number of times a word appears 

in the document can be indicated using the integer values 0-n, 

where n is a positive integer: 

Document 1: [1,1,1,1,1,1,0,0,0,0] 

Document 2: [1,1,1,0,0,0,1,1,1,1] 

This vector represents the frequency with which each 

dictionary word occurs in the text, rather than the order in 

which they appear in the original text. 

 

2.2 Term Frequency-Inverse Document Frequency (TF-

IDF) 

 

TF-IDF, a statistical measurement method, is used to 

evaluate the importance of words in documents in a set or 

corpus [1, 2, 16]. 

Each word is given a weight determined by its inverse 

frequency in the corpus and its frequency in the document. TF-

IDF helps identify words that are relatively more important 

and distinctive in a document compared to others. Given a 

corpus 𝐷 , a word 𝑤 , and a single document 𝑑 ∈ 𝐷 , we 

compute: 

 

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹 × 𝐼𝐷𝐹 (1) 

 

𝑇𝐹 =
𝑓𝑤,𝑑
|𝑑|

 (2) 
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Figure 1. Schematic of text-based feature representation 
Nodes begin with “D” are document nodes, with “S” are sentence nodes, with “W” are word nodes. F(x) means the representation of x. 

 

 
 

Figure 2. Two models in Word2vec 

 

 
 

Figure 3. The scheme of sentence-state LSTM 
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IDF = log
|𝐷|

𝑓𝑤,𝐷 + 1
 (3) 

 

where, 𝑇𝐹 represents the frequency of a word appearing in a 

document, 𝑓𝑤,𝑑  is equivalent to the quantity of times 𝑤 

appears in 𝑑, |𝑑| is the dimensions of the document, and 𝐼𝐷𝐹 

represents the inverse document frequency, which a word's 

frequency is inversely proportionate to its value, |𝐷|  is the 

corpus's size, and 𝑓𝑤,𝐷  is equivalent to the quantity of 

documents in 𝐷 where 𝑤 appears. 

 

2.3 Word embeddings 

 

In a continuous vector space, words with similar meanings 

are positioned closer to one another, and this is how word 

embeddings depict words. Often used word embedding 

methods include Word2Vec [44], GloVe [45], and FastText 

[46]. Many different natural language processing tasks make 

use of these embeddings, which capture the semantic and 

contextual links between words. For example, in Word2vec, 

the CBOW (Continuous Bag of Word) and skip-gram models 

were presented. The former predicts the current word based on 

the contextual word, while the latter predicts its contextual 

word based on the current word (Figure 2). 

 

2.4 Deep learning architectures 

 

Advanced deep learning models, such as RNN [47] and 

CNN [8], have been successfully applied to text representation 

tasks. These models can capture complex relationships and 

dependencies in text data, enabling more accurate FE&R. 

According to the study by Zhang et al. [48], a novel LSTM 

structure for text encoding was explored that uses a parallel 

state for each word and models the concealed conditions of 

every word at once during every iterative phase, as opposed to 

one word at a time (Figure 3). The Text Graph Convolutional 

Network (TextGCN) is suggested to use a single text graph 

and a graph convolutional network to train word and text 

embeddings [49].  

These technologies are used in various applications, 

including text classification [8], sentiment analysis, 

information retrieval, document summary, machine 

translation, and many more. The particular task at hand and the 

properties of the text data under analysis will determine which 

technique is best. 

 

 

3. IMAGE-BASED FEATURE REPRESENTATION 

 

Tian et al. [9, 50, 51] extracted relevant features from 

images to identify potential signs of fake news or incorrect 

information. Although most FND methods focus on textual 

analysis, incorporating visual information from images can 

provide additional insights and enhance the overall detection 

accuracy [52, 53]. 

 

3.1 Image feature extraction 

 

Image feature extraction can be carried out in three aspects: 

color features [54, 55], texture features [49, 56], and shape 

features. Due to the widespread belief that textures are used 

for recognition and interpretation by the human visual system, 

we will focus on introducing texture feature extraction (TFE). 

As stated by the field of texture feature extraction, it is mainly 

separated into two categories: spectral texture feature 

extraction and spatial texture feature extraction. The former 

uses pixel statistics, while the latter extracts texture features 

by calculating the modified image's features [56]. Table 2 

summarizes their respective advantages and disadvantages. 

Keyvanpour et al. [56] classified texture feature methods into 

three types: statistical, model-based, and filter-based. Before 

conducting qualitative evaluations and comparisons, they 

provided a comprehensive introduction to each representative 

method, as shown in Table 3. 

 

Table 2. Contrast of texture feature extraction 

 
TFE Advantage Disadvantage 

Spatial texture 
Interesting, easy to understand, able to extract from any 

shape without losing information. 
Noise sensitivity prone to distortion 

Spectral texture 
Strong robustness, 

less computational work 
Without semantic meaning, Need sufficient space 

 

Table 3. Comparing and evaluating TFE qualitatively 

 
Approach Method Accuracy Generality Noise Sensitivity Precision Time Complexity 

Filter 

Fourier Transforms moderate moderate moderate high moderate 

Gabor Filters higher higher low higher higher 

Laws Filter Masks moderate low higher low high 

Wavelet Transforms high high low higher low 

Model 

AR Models low lower high low moderate 

Fractal Models low moderate low low moderate 

MRFs moderate high high moderate higher 

Statistical 

Auto-correlation low low high low low 

GLCM high high moderate low moderate 

GLRLM low low high low low 

Histogram lower low higher lower low 

 

3.2 Image feature representation 

 

According to the study by Tian [9], there are two important 

image feature representation methods: Image segmentation 

[57] and interest point detectors. A key component of picture 

semantic understanding and a significant research area in 

computer vision is image segmentation technology. The 

process of splitting a picture into many sections with 
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comparable characteristics is known as image segmentation. 

Image segmentation is the mathematical technique of breaking 

an image up into separate sections. In terms of algorithm 

evolution, image segmentation technology can be roughly 

divided into three categories: graph-based, pixel clustering-

based, and deep semantic-based. 

First, the graph-based approach applies graph theory 

theories and techniques, the image is mapped into an 

undirected graph with weights 𝐺 = (𝑉, 𝐸) , where V =
{𝑣1, ⋯ , 𝑣𝑛} is the set of vertices, and 𝐸  is the set of edges. 

Every pixel in the image corresponds to a node in the graph, 

and every edge joins two adjacent pixels, with the weight of 

the edge 𝑤(𝑣𝑖 , 𝑣𝑗) representing the non-negative similarity in 

grayscale, color, or texture between adjacent pixels. The 

principle of segmentation is to ensure that the partitioned 

subgraphs maintain maximum similarity internally and 

minimum similarity between subgraphs. Representative 

methods based on graph theory include NormalizedCut [58], 

GraphCut [59], and GrabCut [60]. The sketch map of the 

graph-based method is shown in Figure 4. 

Second, the general steps of the machine learning 

clustering-based method can also be used to picture 

segmentation problems: 1) Get the rough clustering started. 2) 

Grouping pixels with comparable characteristics—like color, 

brightness, and texture—into a single super-pixel through 

iterative techniques. 3) Until convergence, iterate in order to 

achieve the final result for picture segmentation. Typical pixel 

clustering-based techniques include Spectral clustering [61], 

Meanshift [62], SLIC [63], etc. 

Third, although clustering methods can segment images into 

super pixel blocks with uniform size and appropriate 

compactness, in practical scenarios, the structure of objects is 

relatively complex and there are significant internal 

differences. Only utilizing low-level content information such 

as pixel color, brightness, and texture is not sufficient to 

generate good segmentation results. As a result, more high-

level information offered by images must be combined to aid 

in image segmentation, a process known as image semantic 

segmentation. The picture classification challenge has seen 

tremendous progress since the advent of deep learning 

technology, particularly in its capacity to represent advanced 

semantics, which has essentially resolved the issue of missing 

semantic information in conventional image segmentation 

techniques. According to the study by Shelhamer et al. [64], 

proposed the FCN method was proposed, which created a 

framework for teaching whole convolutional networks end-to-

end to solve picture segmentation issues, targeting input 

images of any size to achieve pixel classification. In order to 

overcome the lack of spatial location information in the final 

output layer of the convolution network, the rough 

segmentation result is converted to the dense segmentation 

result by bi-linear interpolation, up sampling, and combining 

the feature map of the middle layer output. 

DeepLab-v1 [65] extends the FCN framework with fully 

connected CRFs. To produce the rough segmentation result, 

bi-linear interpolation is used to sample the FCN output result, 

and then to increase the model's ability to collect details, every 

pixel in the outcome is used as a node to build a CRF model. 

To gather more context information, the Receptive field in this 

model is enlarged using the Divided Convolution approach, 

which overcomes the resolution deterioration problem 

produced by recurrent maximum pooling and down sampling 

in CNN.  

DeepLab-v2 [66] offered the ASPP (atmosphere spatial 

pyramid pooling) model, it gathers an image's context at 

several scales by parallelly scanning holes at various sampling 

rates on a particular input. Simultaneously, it replaces VGG16 

with a deep residual network to improve the model's fitting 

capabilities. 

DeepLab-v3 [67] proposed an effective bootstrapping 

method, which investigated the usage of hollow convolutions 

and modifies the ASPP module to better capture multi-scale 

contexts, obtaining excellent results in actual applications. 

Figure 5 shows the feature extraction performance of different 

versions of the DeepLab model. 

It's important to note that image-based feature 

representation should be used in conjunction with other FND 

techniques, including text analysis and source credibility 

assessment, to achieve more robust results. Additionally, as 

deep learning models have been successful in image 

classification tasks, leveraging convolutional neural networks 

(CNN) can also be explored to automatically learn feature 

discrimination from images for FND. 

 
 

Figure 4. Sketch of the graph-based method 
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Figure 5. Comparison of four image feature representation methods 
The subgraph A: The ASPP model can successfully capture objects as well as image context at multiple scales. The subgraph B: The effect of hard pictures 
bootstrap method in picture segmentation. The subgraph C: The effectiveness of a fully connected CRF framework in extracting classification features. The 

subgraph D: The training effect of model CRF on dataset MSRC-21. 

 

 

4. MULTIMODAL-BASED FEATURE 

REPRESENTATION 

 

Multimodal-based feature representation for FND includes 

combining data from several modalities—such as text, photos, 

and videos—to obtain a more thorough comprehension of the 

topic and raise FND's accuracy. In order to identify fake news, 

most studies are based on text content, and only a few studies 

are about the integration of news text, images, and videos. 

Recently, multi-modal FND has received considerable 

attention. 

 

4.1 Text-image fusion 

 

Combine textual features extracted from the news article 

with visual features extracted from associated images to create 

a joint representation. This can be achieved by employing 

techniques such as late fusion, early fusion, or hybrid fusion, 

which combine the features at different stages of the model 

architecture. Intended to automatically predict whether tweets 

containing multimedia content are fake or true. As part of the 

2015 MediaEval benchmark, Boididou et al. [68] offer a 

summary of validating multimedia usage tasks. The automatic 

identification of content tampering and abuse on multimedia 

platforms is the task at hand. In the latest research, several 

statistical and visual features based on microblogs were 

proposed by Jin et al. [15] to describe these patterns from the 

visual and statistical perspectives and then combine them with 

textual features to detect Fake news. Experiments have shown 

that these novel image features are very effective.  

 

4.2 Visual-text alignment 

 

Align the textual and visual content to identify 

correspondences between them. For example, the textual 

description in the news article can be matched with specific 

objects or scenes depicted in the associated images. 

Techniques like attention mechanisms or cross-modal 

embeddings can be utilized to establish meaningful 

associations between text and images. For the purpose of 

creating image descriptions, researchers suggested using a 

deep visual-semantic alignments (DVSA) method to utilize 

image datasets and their sentence descriptions to understand 

the modal correspondence between language and visual data 

[69].  

 

4.3 Fusion of modal features 

 

Extract modality features from text, images, videos, users, 

and other aspects and then fuse them at a later stage. For 

example, text-based features can be derived from the news 

article using techniques like TF-IDF, word embeddings, or 
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topic modeling, while image-based features can be obtained 

using the methods mentioned in the previous response. These 

features can be concatenated or combined using fusion 

techniques like stacking, averaging, or attention mechanisms. 

Jin et al. [70] proposes a two-level classification model to 

utilize the information that tweets on the same topic may have 

the same credibility. The Figure 6 shows a subcomponent of 

the proposed two-level classification model. 

 

4.4 Multi-modal deep learning 

 

Because deep neural networks have demonstrated 

exceptional performance in nonlinear representation learning 

[71-73], many multi-modal representation approaches employ 

deep schemes to learn representative features and achieve 

greater performance in FND [14, 74]. Deep neural networks 

have proven to be more capable than typical hand-crafted 

features at learning correct image and phrase representations. 

Use deep learning architectures like multi-modal 

convolutional neural networks or multi-modal recurrent neural 

networks to assess and model textual and visual input 

simultaneously. These architectures can include independent 

routes for each modality and train to aggregate multi-modal 

signals successfully for FND. 

Although it exhibits deep neural networks' potential to 

bridge the "semantic gap" in multimodal data interpretation. 

However, due to variations in task settings, existing 

multimodal fusion models have different input feature sets and 

optimization assumptions than FND tasks. An end-to-end 

system known as an Event Adversarial Neural Network 

(EANN) was proposed in literature [74]. EANN may produce 

event-invariant characteristics and hence aid in the detection 

of false information on recently received events. The three 

main parts of it are the event discriminator, the fake news 

detector, and the multi-modal feature extractor. (Figure 7). 

Zhou et al. [75] proposed a similarity-aware Fake news 

detection technique (SAFE) that evaluates multimodal (text 

and visual) information in news items. In order to extract 

textual and visual aspects for news expression, neural 

networks are first utilized. Next, examine the relationship in 

different modalities between the features that were extracted. 

Finally, SAFE integrates and understands the representation of 

news text and visual information, as well as the links between 

them. The proposed method aids in determining the veracity 

of news based on its text, photographs, or "mismatches" 

(Figure 8). 

 

4.5 Graph-based representation 

 

Build a graph in which nodes represent distinct modalities 

(e.g., text, image) and edges reflect the relationships between 

them. Graph-based models like graph convolutional networks 

(GCN) or graph attention networks (GAT) can be used to 

transfer information and learn properties across modalities for 

enhanced false news identification. A multi-depth graph 

convolutional network framework (M-GCN) was proposed by 

Hu et al. [13]. It uses graph embedding to obtain each news 

node's representation and multi-depth GCN blocks to gather 

multi-scale information from neighbors, which are then fused 

via attention mechanisms (Figure 9). 

 

 
 

Figure 6. The features of two-level classification model 

 
 

Figure 7. Basic architecture of EANN 
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Figure 8. Overview of the SAFE framework 

 

 
 

Figure 9. A summary of the suggested model M-GCN 

 

It's important to note that both deep neural networks EANN 

and SAFE, and graph neural network-based M-GCN, are 

based on multi-modal feature representation. These models 

require labeled multi-modal datasets for training and may 

involve additional computational complexity compared to 

single modal methods. However, by utilizing complementary 

information from multiple modalities, multimodal feature 

representation may improve the accuracy and robustness of 

FND systems. 

 

 

5. DISCUSSION 

 

Future studies on the topic of feature extraction and 

representation in FND are recommended. Here are some topics 

that researchers can further explore: 

Techniques for Multi-modal Fusion: More research into 

improved fusion approaches for merging several senses may 

improve the efficacy of multimodal-based feature 

representation. Investigating novel fusion architectures, such 

as graph-based fusion or attention mechanisms, can improve 

the ability to effectively capture and combine information 

from various modalities. 

Deep Learning Methodologies: Deep learning has 

demonstrated potential for a variety of natural language 

processing and computer vision problems. Further research 

into deep learning architectures, such as graph neural networks 

(GNN), intended expressly for multi-modal FND, may offer 

more powerful models capable of capturing detailed 

correlations between text, images, and other modalities. 

Explainability and Interpretability: Developing methods to 

provide explanations or interpretations for the extracted 

features can enhance the trustworthiness and transparency of 

FND systems. Techniques like attention mechanisms, 

knowledge graphs, or rule-based explanations can help 

understand which features contribute most to the decision-

making process. 

By addressing these research areas, we can enhance the 

effectiveness and practical applicability of FND systems. 

 

 

6. CONCLUSION 

 

In conclusion, feature extraction and representation play a 

crucial role in FND systems. By capturing relevant 

information from different modalities, such as text and images, 

the objective of these strategies is to improve the detection 

process's robustness and accuracy. For text-based feature 

representation, approaches like TF-IDF, word embeddings, 

and deep learning enable the extraction of semantic and 
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contextual information from news articles. These features help 

identify patterns, linguistic cues, and stylistic differences 

between fake and genuine news. In image-based feature 

representation, analyzing metadata, conducting reverse image 

searches, and examining visual similarity aid in detecting 

inconsistencies, manipulations, or reuse of images associated 

with fake news. Incorporating contextual analysis and social 

media insights further strengthens the assessment of image 

credibility. Multimodal-based feature representation takes 

advantage of integrating information from multiple modalities. 

By fusing textual and visual features, aligning modalities, or 

utilizing cross-modal embeddings, these approaches capture 

nuanced relationships and inconsistencies between different 

aspects of fake news content. It is important to note that no 

single feature representation method can guarantee perfect 

detection of fake news. Training data diversity and quality 

determine how well a feature representation technique works, 

the chosen classification algorithm, and the domain-specific 

characteristics of the fake news problem. Combining multiple 

feature extraction methods and employing advanced machine 

learning techniques, such as deep learning or graph-based 

models, can yield more accurate and reliable FND systems. 
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