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Cancer, a disease with numerous subtypes, poses a deadly threat to human life, with the 

potential for successful clinical treatment heavily reliant on early detection and appropriate 

treatment planning. The classification of cancer patients into either low or high-risk 

subgroups is critical. Consequently, various research teams spanning the biomedical and 

bioinformatics fields have explored the use of Machine Learning (ML) technology in this 

crucial domain. The impressive capability of ML algorithms to discern significant features 

in complex datasets underscores their value. In the current study, we propose a framework 

to detect breast cancer (through benign and malignant categorization) utilizing advanced ML 

techniques with high accuracy. This framework deploys the Wisconsin Breast Cancer 

(Diagnostic) dataset. Five supervised ML techniques, namely Decision Tree, Random Forest 

(RF), Support Vector Machine (SVM), Extreme Gradient Boosting (XGBoost), and 

Artificial Neural Network (ANN), are trained for classification purposes. Out of 569 

samples, 70% are allocated for training while the other 30% for testing. A comprehensive 

evaluation of ML techniques is performed using an array of metrics: precision, recall, 

specificity, F1 score, classification accuracy, ROC Curve, training time, and feature 

utilization. Additionally, feature importance is computed for each classifier. The results 

reveal that the SVM has the maximum accuracy as 97.66%, with an F1-score of 0.98 for 

benign and 0.97 for malignant classifications. Conversely, the decision tree registers the 

minimum performance (94.55%) with an F1-score of 0.95 for benign and 0.91 for malignant 

classes. Accuracy scores for RF, XGBoost, and ANN stand at 95.32%, 95.91%, and 97.07%, 

with corresponding F1-scores of 0.96, 0.97, and 0.98 for benign and 0.94, 0.95, and 0.96 for 

malignant respectively. Interestingly, RF and XGBoost exhibited near-equivalent similarly 

with respect of accuracy measurements. In the context of the area over the ROC curve, SVM 

outperformed the other ML classifiers and also reported the shortest training time. 

Conversely, the ANN reported the longest training time. 
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1. INTRODUCTION

Breast cancer, which develops from the cells of the breast, 

is a prevalent health concern. Considerable funding for breast 

cancer awareness and research has fueled progress in the 

recognition and treatment of this disease, effectively reducing 

mortality rates. Thanks to such advancements, coupled with 

earlier detection, innovative treatment options, and a more 

comprehensive understanding of the disease, survival rates 

have improved and associated deaths have declined. Within 

the scope of this research, our focus narrows to recognize 

breast cancer using machine learning. 

The concept of classification, the process of sorting feature 

vectors into more than one classes, can vary among algorithms, 

and choosing an appropriate algorithm for a certain task 

involves many decisions. A primary challenge in the early 

identification of breast cancer lies in distinguishing benign 

from malignant tumors. Benign breast cancers are 

characterized by noncancerous cells, while malignant ones 

consist of cancerous cells that may start to spread. Early 

intervention can prevent benign tumors from progressing to 

dangerous stages. 

To efficiently categorize breast cancer as benign or 

malignant, we propose a fast-acting predictive model for 

cancer categorization, operating within a human-computer 

interactive (HCI) diagnosis framework. Several HCI design 

approaches exist for cancer prediction [1]. The technique for 

predictive modeling we propose integrates HCI principles and 

includes an evaluation of the user interface for digital health 

systems [2]. While negotiation research encompasses many 

applications of cognitive HCI [3], the approaches for 

examining and assessing interacting patterns have been widely 

studied. The conventional categorization of affective, 

behavioral, and cognitive dimensions into positive, negative, 

and non-engagement introduces various fallacies [4]. 

This research investigates a number of machine learning 
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strategies to perform the cancer categorization, identifying the 

most effective classifier based on parameters such as accuracy, 

precision, recall, specificity, F1 score, ROC AUC curve, 

training time, and maximum feature utilization. 

The focus of this research is on five classifiers: the Decision 

Tree, the Random Forest, the SVM, XGBoosting, and ANN. 

We leverage the Wisconsin Breast Cancer (Diagnostic) dataset 

[5], comprising 569 samples and 30 features, with 212 

malignant and 357 benign samples. 

The purpose of this research is to detect breast cancer using 

classifier-based supervised machine learning methods that 

perform most efficiently on the given dataset and to decide the 

top predictive features. The remaining part of the article is 

structured into the following sections: Section 2 discusses the 

methods and findings of previous studies on breast cancer 

diagnosis. Section 3 discusses the planned technique for our 

study. Section 4 summarizes and examines the experimental 

outcomes. Finally, Section 5 concluded the article. 

 

 

2. LITERATURE REVIEW 

 

The realm of machine learning offers a plethora of 

algorithms for the detection and identification of breast cancer. 

Researchers utilize a variety of datasets to delve deeper into 

the studies on this disease. These datasets provide a resource 

for authors to extract and focus on different aspects for further 

exploration. 

Within these methodologies, a decision tree-based 

diagnosis technique has been employed to identify breast 

cancer [6]. To augment the accuracy, it is recommended to 

eliminate some highly significant parameters. Subsequent to 

correlation and independence testing, variables such as tumor 

thickness and cell shape consistency are selected as a 

subsection of the decision tree approach. Several DT 

techniques have been scrutinized, with CART emerging as the 

most precise and accurate in terms of accuracy, time, and 

precision [7]. 

In a substantial contribution, Das et al. introduced a model 

known as the expert system for breast cancer prediction. This 

model employs a decision tree and the Undiluted Feature Set 

(UFS) algorithm. The UFS, a feature selection model, 

enhances the accuracy by a seemingly marginal 0.59%, an 

improvement that can have a substantial impact when applied 

to a larger population [8]. Maheshwar and Gautam compared 

different classification models and found that the decision tree 

worked well with regard to overall accuracy, when applied for 

breast cancer predictions [9, 10]. 

Moreover, the Random Forest algorithm can be found to be 

effective, as it combines different tree prediction methods so 

that they each depend on the values of a random vector, 

distributed uniformly across every single tree in a forest [11]. 

The integration of Random Forest and Support Vector 

Machines with multivariate time-series information using 

ultrasonic shear waves opens up new opportunities in the 

realm of elastic imagery enabling tissues identification, an 

advanced form of vibroelastography [12]. 

Anisha et al. [13] leveraged a machine learning technique 

known as the Random Forest classifier to predict breast cancer. 

It arranges the data into many trees and obtains an outstanding 

final accuracy of 98%, even when more parameters such as the 

physical dimensions of lumps and the stage of breast cancer 

are included. 

Furthermore, Nguyen et al. [14] synergized a random forest 

approach with choice of features for breast cancer detection 

and prognosis. By preserving relevant features and removing 

duplicate information, they attained an average classification 

accuracy of 99.8%. Dai et al. [15] integrated the characteristics 

of multiple eigenvalues and combined multiple decision trees 

to enhance prediction accuracy. Their research focused on 

breast cancer diagnosis and yielded a high prediction accuracy. 

Active learning, when integrating with SVM, can 

substantially minimize the demand for labelled training cases 

in both inductive and transudative environments [16]. An 

SVM proposed for Computer-Aided Detection (CAD) 

explores how changes perform in periodic vectors of features 

and kernel procedures affect the SVM's ability to classify 

malignant and benign DCE-MRI breast lesions [17, 18]. The 

application of SVMs for CAD of DCE-MRI in breast cancer 

surveillance has been proposed. 

In a notable contribution, Kamel et al. [19] enhanced the 

effectiveness of SVMs by taking the optimal features via the 

Gray Wolf algorithm, thereby elevating the performance of 

breast cancer diagnosis. They used data mining to combine 

GWO's feature selection method with SVM. Further, Islam et 

al. [20] predicted breast cancer using SVM and K-Nearest 

Neighbor supervised machine learning techniques by training 

these algorithms on relevant attributes. 

For various machine learning challenges, Chen and 

Guestrin proposed XGBoost, a scalable end-to-end boosting 

method frequently used to generate cutting-edge results, with 

the capacity to address real-world scale issues with fewer 

resources [21, 22]. A novel technique subdivides breast 

masses in mammography into benign, cancerous, and normal 

masses by combining the classification outcomes based on 

Deep Convolutional Neural Networks (DCNN) [23]. 

They demonstrated that the multifaceted model, built 

around DCNN using transfer learning and using the XGBoost 

threshold model, generally outperformed the single feature 

model and achieved higher accuracy. An artificial neural 

network, coupled with various ultrasonography features, was 

used to determine the malignancy of breast nodules [24, 25]. 

Trivedi et al. [26] employed ensemble techniques, which 

included feature extraction with OTSU Thresholding, Contrast 

Limited Adaptive Histogram Equalization (CLAHE), and 

Gray Level Co-occurrence Matrix (GLCM). They found that 

XGBoost performed more effectively having an accuracy rate 

of 97.5%. 

Mahesh et al. [27] the efficiency of the XGBoost ensemble 

approach for durability in breast cancer categorization. They 

used the Synthetic Minority Oversampling Technique to deal 

with inequalities in classes and noise in data. The results 

revealed that XGBoost-RF outperformed other ensemble 

classifiers, achieving an accuracy of 98.20%. 

Artificial Neural Networks (ANNs) were trained on breast 

lump images, achieving a normalized region within the 

Receiver Operating Characteristics curve of 0.95. Classifiers 

based on neural networks with Multilayer Perceptron and 

Radial Basis Function, and SVMs with a variety of kernels 

were used to identify the existence and categorize breast 

lesions as benign or malignant [28]. A review of recent 

developments and applications of ANNs has been presented to 

advance the research field [29, 30]. 

Nasien et al. [31] utilized an ANN with backpropagation to 

solve complicated problems relating to identification and 

recognizing patterns. Numerical simulations indicated that the 

system achieved an accuracy of 96.92%. 

We have discussed the deep literature of machine learning 
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algorithms. The above-mentioned five methods have shown 

promising results and could be employed to identify or 

diagnose with utilizing appropriate datasets. 

 

 

3. METHODOLOGY 

 

Determining the most precise and reliable algorithm for 

detecting breast cancer is the major goal of our work. The data 

analytic algorithm utilised for disease classification, clustering, 

anomalies and association [32]. To identify and classify breast 

tumors, we must access computer-assisted diagnostic data [33]. 

The proposed architecture shown below in the Figure 1. Here 

we assess the data and apply 5 supervised ML approaches to 

generate the correct decision using different parameter. 

Imaging techniques such as X-ray, MRI, endoscope, 

ultrasound, and others produce good images but it harms the 

human body, so images are obtained with less energy, 

resulting in poor image quality and low contrast. Human 

computer interaction diagnosis (HCID) is a technique that 

improves image quality and interpreting mammography 

images to identify whether it is benign or malignant. Artificial 

intelligence diagnostic system, which measures the severity of 

the patient's symptoms and uses a membership function to 

address the patient's emotions [34]. Some proposed multi-

feature disease fusion discrimination technique based on PD 

R-CNN [35]. As per research of the human breast cancer 

prognosis, prediction is performed utilizing diseased images 

and multiple kernel learning [36]. Proposed methodology for 

human computer interactive diagnosis: 

 

1. Loading the data set. 

2. Preprocess the data gathered through the digital 

image of the breast mass aspirated with a very little 

needle.  

3. Apply machine learning techniques (DT, RF, SVM 

XGBoosting and ANN) on preprocessed dataset. 

4. Find performance evaluation parameters (accuracy, 

recall, precision, specificity, F1 score, ROC AUC, 

training time and feature importance) for all classifier. 

5. Find best classifier. 

 

These five steps show the complete process of data 

classification and evaluation to find best classifier using 

evaluation parameter. 

 

 
 

Figure 1. Proposed architecture 

 

3.1 Dataset acquisition 

 

 
 

Figure 2. Benign and malignant count 

 

For this analysis, we utilized the WBCD dataset, which 

computes ten real-valued characteristics from each nucleus 

cell. The standard error and average of the three biggest results 

are also obtained for these ten attributes, giving each image a 

overall of thirty characteristics. The data set include 659 

images with a class composition that includes 212 malignant 

and 357 benign as depicts in Figure 2. 

 

 
 

Figure 3. Image analysis 

 

The characteristics of the breast image are calculated using 

a digital image of a breast mass aspirate taken with a very 
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small needle as shown in Figure 3 [37], this information 

utilized for assessing either a cancer is benign or malignant, 

we train the model to classify the dataset using above machine 

learning techniques. 

Figure 3 provides a graphical visualization of a cell, 

showing the nucleus's long (dl) and short (ds) diameters 

together with the mathematical calculations for the nucleus's 

approximative area (𝑨 =
𝝅𝒅𝒍𝒅𝒔

𝟒
) and elongation (𝑬 =

𝒅𝒍

𝒅𝒔
) that 

were derived from those measure [37]. 

For each nucleus in this data set, the first ten core 

characteristics with real values are generated using ROI - 

radius (the mean distance between points on the perimeter and 

the center), texture (Grayscale value’s standard deviation) 

perimeter, area, smoothness (varying locally in radius), 

compactness (perimeter2 / area - 1.0), concavity (severity of 

the contour's concave regions), concave points (concave 

regions there in the contour), symmetry, fractal dimension 

("coastline approximation" - 1), We compare all ten features 

as shown in the Figure 4. 

Twenty more features have been computed available in data 

set, ten features are based on mean and ten based on worst 

values of 10 core features, resulting 30 features for each image. 

All features describe the nucleus cell depicted in the image. X-

ray mammography is used to obtain images. 

 

 
 

Figure 4. Comparison of 10 core features 

 

Early detection and medication are the current approaches 

to this disease. More patients must be discovered early in this 

disease to enhance survival. As a result, we evaluate current 

and new breast cancer screening and detection strategies to see 

where we might make improvements. This paper goes over 

some of the most regularly used breast cancer prediction 

supervised ML approaches and dives into emerging 

modifications [38]. As indicated in Table 1, 70 percent training 
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and thirty percent testing.  

 

Table 1. Training and test data set 

 
 Training Testing  

Benign 255 102 357 

Malignant 143 69 212 

 398 171 569 

 

We emphasize the comprehensive study of supervised ML 

approaches to classify the cancer is benign or malignant. We 

classify WBCD dataset using above five supervised ML 

approaches that will used for human computer interactive 

diagnosis. Some study based on identification of gene that is 

more correlated worth the prognosis of breast cancer [39]. IDS 

is implemented using CatBoost Classifier, it is a part of the 

ML ensemble strategy [40]. In order to improve breast cancer 

classification, Liew et al. [41] developed Deep Learning and 

Extreme Gradient Boosting, which divides binary breast 

cancer histology images into benign and malignant categories 

(DLXGB). In this era deep learning, mammography is 

considered computer-assisted detection as a use case for better 

human-computer interaction [42]. 

Benign and malignant dataset is to be classified using 

various machine learning algorithm. We have 10 basic features, 

each with a standard error and the average of the three greatest 

values, therefore data will be arranged into thirty features. 

Human-computer interaction is vital for improving and 

maintaining high-level cancer detection skills. The results 

revealed that utilizing a low-cost display monitor and a variety 

of HCI approaches, observers may be trained to distinguish 

some critical breast cancer appearances. Deep learning applied 

to a specific clinical application for radiology image 

processing, which is known as computer-assisted diagnosis 

(CAD) [42]. To determine which features are helpful for 

classification, a box plot is used to show the classification. 

Since the median values for radius mean, perimeter mean, and 

area mean differ significantly in this instance, these 

characteristics are important for classifying cancer. However, 

the box plot of these characteristics is virtually same, thus we 

may select any feature from these features to decrease the size 

of the data collection or the computational complexity of the 

prediction as show in Figure 5. Box plot will show the data for 

all features having details of lower quartile (25% data below 

such value), upper quartile (25% data beyond this and 75% of 

data above this value), median (mid point of data), max denote 

highest value and min denote the lowest score. 
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Figure 5. Benign and malignant deviations in all 30 features 
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3.2 Supervised machine learning algorithms 

 

Machine learning techniques applied for WBCD dataset are: 

1. Decision tree classifiers provide a training model that 

predicts the category or value of the target variable using past 

data and basic decision criteria. The detailed approach to the 

decision tree, compare most used algorithm in decision tree, 

and found that decision approach had the highest accuracy in 

all other studies [43]. Decision tree is trained on default value 

of criterion that is gini which is the measure of purity and 

impurity while producing a decision tree using the CART 

technique. Gini index reduce the impurities through the root to 

the leafy nodes of a decision tree model. 

2. A meta estimator called the random forest classifier fits a 

variety of decision trees to diverse dataset subsamples, 

improving prediction accuracy and reducing overfitting. A 

survey and future research directions, present the result for 

improvement in accuracy by using different split measures and 

combining functions [44]. The Number of trees are estimated 

with a default value 100. The working procedure can be 

outlined in the following steps: 

 

1. Take K random points of data for the training set.  

2. Build a decision tree using the selected data values. 

3. Select the number N for the decision tree that we 

wish to build. 

4. Repeat Step 1 & 2. 

5. Determine each decision tree's estimates for newly 

data points and allocate them to the group with the 

most shares. 

 

3. To efficiently categorize newly data points in future, 

support vector machines build the ideal decision boundary or 

line that separates an n-dimensional space into classes. A 

hyperplane is the optimal decision boundary, many 

applications built around SVM summarized challenges and 

trends, SVM has been utilized in numerous academic 

disciplines, including face recognition, text categorization, 

image classification, and handwritten character recognition, 

they find that SVM is not so popular when the data set is so 

large data set require huge training time and accuracy will 

become poor. So, it is enough for small data sets [45, 46]. 

Radial Basis Function (RBF) kernel is a prominent kernel 

function associated with SVM machine learning. It is a 

nonlinear kernel function that transfers the input data into a 

higher dimensional input domain using a Gaussian function.  

The guassian kernel is expressed as 𝑒𝑥𝑝( − 𝛾||𝑥 − 𝑥′||2) 
where 𝛾  is specified by parameter gamma, must be greater 

than 0. ||x-x’||2 is squared Euclidean distance across the 

supplied vectors. 

4. Extreme gradient boosting is a scalable machine learning 

approach that uses a distributed gradient-boosted decision tree. 

It offers concurrent tree boosting. It is a random forest-inspired 

decision tree ensemble learning algorithm. A power system 

transient stability prediction approach based on XGBoost 

makes predictions about stability depending on particular 

operating scenario features [47, 48]. The gradient boosting 

ensemble technique consist of three simple steps. 

 

1. For predicting the desired variable y, an initial 

model F0 is created. This model will be associated 

with a residual (y minus F0). 

2. The residuals from earlier stages are utilized to fit a 

new model, h1.  

3. F0 and h1 are now combined to form F1, an 

enhanced version of F0. F1's mean squared error 

will be smaller than F0's:  

 

𝐹1(𝑥) < −𝐹0(𝑥) + ℎ1(𝑥) 
 

To increase F1's performance, we could model after its 

residual and develop a new model F2: 

 

𝐹2(𝑥) < −𝐹1(𝑥) + ℎ2(𝑥) 
 

This procedure can be performed m times until the residual 

is as small as desirable: 

 

𝐹𝑚(𝑥) < −𝐹𝑚−1(𝑥) + ℎ𝑚(𝑥) 
 

The active learner does not interfere with the preceding 

steps' functions, Individuals instead provide their own 

information to reduce inaccuracies.  

5. A computing network called an artificial neural network 

is frequently modelled on the biological neural networks that 

give the structure of human brain. It has neurons that are 

interconnected through several network levels. The most 

recent developments are formed of biological neurons, a 

network of linked nodes that resemble the neurons in a 

biological brain. Neural networks are quite helpful when 

working with enormous data sets [29, 49]. To predict the 

breast cancer artificial neural network has been trained with in 

100 epoch with 32 batch size. The model has been compile 

using adam optimizer and binary_crossentropy loss function. 

We find the number of features utilized for each machine 

learning technique. We have 30 features, sorted index is 

calculated for each feature used for all five machine learning 

techniques. We extract 5 most usable features for machine 

learning technique. 

 

 

4. RESULT AND DISCUSSION 

 

After introducing a machine learning algorithm towards the 

WBCD dataset, we evaluate the cancer prediction by optimize 

the count of benign and malignant category using confusion 

matrix from predicted models. A review for the digital 

pathological images based on deep learning framework which 

is use for pre and post image processing technique [50]. 

Accuracy, which is defined as, referred to as the ratio of 

successfully predicted observations to all observations, is the 

most fundamental performance metric. If our model has a high 

level of accuracy and utilized maximum features, it is assumed 

as the best model. Accuracy will measure on basis of actual 

class and predicted class we have four categories of values that 

is true positive (TP), true negative (TN), false positive (FP) 

and false negative (FN). 

 

𝐴𝐶𝐶𝑈𝑅𝐴𝐶𝑌 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (1) 

 

The precision ratio is described as the proportion of 

positively imagined observations that were perfectly predicted 

compared to all projected observations. Precision is connected 

with low FP rates.  

 

𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (2) 
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Recall is the proportion of accurately predicted observations 

to the total observations in the class. The model will benefit if 

it is higher than 0.5. 

 

𝑅𝐸𝐶𝐴𝐿𝐿 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (3) 

 

The model's specificity is expressed as the fraction of 

TN detected properly. Because they were initially 

misinterpreted as positive outcomes, actual negatives—also 

known as false positives—will rise in number as a result. This 

ratio is also known as a TNR. The sum of the FPR and the 

specificity (actual negative rate) would always be one. While 

a model with low specificity may incorrectly classify many 

negative results as positive, one with high specificity will 

properly identify the vast majority of negative outcomes. 

 

𝑆𝑃𝐸𝐶𝐼𝐹𝐼𝐶𝐼𝑇𝑌 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (4) 

 

The F1 score is a precision and recall weighted average that 

includes both FP and FN into consideration. F1 is frequently 

more valuable than accuracy in situations when there is an 

unequal distribution of classes. Accuracy performs best when 

the cost of a FP and FN is similar.  

 

𝐹1𝑆𝐶𝑂𝑅𝐸 =
2∗(𝑅𝐸𝐶𝐴𝐿𝐿∗𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁)

𝑅𝐸𝐶𝐴𝐿𝐿+𝑃𝑅𝐼𝐶𝐼𝑆𝐼𝑂𝑁
  (5) 

 

The Receiver Operator Characteristic (ROC) curve is a tool 

for measuring the quality of binary classification issues. To 

separate the "signal" from the "noise", comparing the TPR and 

FPR at various boundary levels, it is a probability curve. The 

ROC curve's summarize statistic, the AUC, measures a 

classifier's ability to make distinctions within classes. 

From the results of the training set, Table 2 and Figure 6 

indicate the accuracy for WBCD dataset. We can observe that 

all the classifiers have various accuracy levels, but SVM 

consistently outperforms other classifiers (97.66%). 

 

 
 

Figure 6. Comparative graph for different classifier accuracy 

 

Table 2. Accuracy percentage for WBCD dataset 

 
Algorithm Accuracy (%) 

DT Classifier 94.15 

RF Classifier 95.32 

SVM 97.66 

XGBoosting  95.91 

ANN 97.07 

 

Human computer interactive diagnosis is used to enhance 

the early detection of cancer. HCID will switch to self-

diagnose as per symptoms find. That system will helpful in 

future for early diagnose, and improve the patient survival and 

save the life. Some futuristic approach has given that will used 

to improve the detection approach like breath biopsy that helps 

to analyze breathe sample to stratify bio markers, mammary 

ductoscopy is a procedure that involves inserting a tiny 

endoscope into the breast milk ducts to enable for observation 

of the ductal epithelial lining and cell recovery [51]. A review 

on digital image-based shows AI technologies for diagnose of 

skin cancer [52]. 

 

Table 3. Confusion matrix statistics for classifiers 

 

Classifier Confusion Matrix 

DT 

Classifier 

 

RF 

Classifier 

 

SVM 

 

XGBoosting 
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ANN 

 

 

Table 3 represents the classifier and its obtained confusion 

matrix for testing the dataset on all classifiers because 

confusion matrices are a good tool for evaluating the classifier. 

The classification model's generated performance metrics 

accuracy, recall, and specificity for benign and malignant 

diseases are shown in Table 4. 

As shown in Table 3 confusion matrix demonstrates that 

SVM correctly predicts all 167 test cases out of 171 total, 

including 101 benign instances that are genuinely benign 101 

benign instances are genuinely benign, while 66 instances that 

are malignant are actually malignant. There were 4 cases 

where SVM incorrectly predicted cases, including 1 benign 

class case that was misclassified as malignant and 3 malignant 

class cases that were misclassified as benign. Therefore, 

support vector machine’s accuracy is preferable to that of other 

categorization techniques. As per the result of Table 4 SVM 

has higher average percentage of precision (), recall (), 

specificity () and f1-score () for both classes than other 

classifiers. SVM outclass than other classifier in performance 

of WBCD dataset cancer classification. 

 

Table 4. Interpretation of performance measure 

 
Algorithm Precision Recall Specificity F1 Score Class 

DT Classifier 
0.92 0.97 0.86 0.95 B 

0.95 0.87 0.97 0.91 M 

RF Classifier 
0.94 0.98 0.91 0.96 B 

0.97 0.91 0.98 0.94 M 

SVM 
0.97 0.99 0.95 0.98 B 

0.99 0.96 0.99 0.97 M 

XGBoosting 
0.95 0.98 0.92 0.97 B 

0.97 0.93 0.98 0.95 M 

ANN 
0.95 1.00 0.92 0.98 B 

1.00 0.93 1.00 0.96 M 

 

 
 

Figure 7. Classifier comparisons 

 

Table 5. Accuracy change table with respect to decision tree 

 

Algorithm 
Change Accuracy w. r. t. Decision Tree 

Accuracy Testing Set (%) 

RF Classifier 1.17 

SVM 3.51 

XGBoosting 1.76 

ANN 2.92 

 

Figure 7 shows a comparison of supervised machine 

learning techniques. Table 5 and Figure 8 show the accuracy 

change with respect to decision tree having low accuracy, 

SVM shows that the change outclass as compare to another 

classifier. 

 
 

Figure 8. Change in accuracy w.r.t. decision tree 

 

 
 

Figure 9. ROC AUC curve area comparison 

 

Figure 9 displays the ROC curve for each machine learning 

approach. The effectiveness of classifiers is largely 

determined by the ROC curve. The area beneath the ROC 

curve is determined AUC. The classifier works better when the 

region is greater. The SVM has the best AUC score (0.973), 

whereas the decision tree has the fewest (0.924), as shown in 

Table 6. 
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Table 6. The area under ROC curve (AUC) 

 
Algorithm AUC for Testing Set (%) 

DT Classifier 0.924 

RF Classifier 0.946 

SVM 0.973 

XGBoosting 0.953 

ANN 0.963 

 

Table 7. Training time 

 
Algorithm Training Time 

DT Classifier 0.015 

RF Classifier 0.109 

SVM 0.010 

XGBoosting 0.094 

ANN 1.84(100 Epoch) 

 

Table 7 displays the training time for each of the classifiers 

and SVM take very less time as compared to other classifiers, 

ANN takes higher time due to 100 epochs. 

We select best classifier having higher accuracy (97.66%) 

with utilizing all features as shown in Table 8 and Figure 10. 

Table 9 shows that the feature importance for all features of 

breast cancer Wisconsin diagnosis data set for all classifiers. 

Here importance of each feature is in sorted order for all 

classifiers. We can find here the top 5 features having higher 

importance.  

 

Table 8. Feature utilization for machine learning technique 

 
Machine Learning Technique Utilized Feature Count 

DT Classifier 12 

RF Classifier 30 

SVM 30 

XGBoosting 28 

ANN 24 

 

 
 

Figure 10. Feature utilization 
 

Table 9. Feature importance for classifiers 
 

Classifier Feature Importance Top 5 Features 

DT Classifier 

 

1. area_worst 

2. concave points_worst 

3. texture_mean 

4. texture_worst 

5. concave points_se 

RF Classifier 

 

1. area_worst 

2. perimeter_worst 

3. concave points_mean 

4. concavity_mean 

5. radius_worst 

SVM 

 

1. texture_worst 

2. concavity_mean 

3. perimeter_worst 

4. radius_worst 

5. area_worst 
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XGBoosting 

 

1. concave points_mean 

2. area_worst 

3. perimeter_worst 

4. concave points_worst 

5. concavity_mean 

 

ANN 

 

1. texture_worst 

2. concave points_mean 

3. texture_mean 

4. area_worst 

5. radius_se 

 

 
 

Figure 11. Feature utilization 

 

Figure 11 shows over all importance of all features for 

classifiers, area worst, perimeter worst, texture worst, concave 

points worst, and concave points mean are common features 

in all classifiers that perform well. Till now SVM perform well 

in all aspects, in future aspects if we use features having high 

importance than we achieve accuracy up to 100%. 

Some features having more importance should be find from 

other dataset with inclusion of these features system 

performance will be upgraded that achieve in future. This 

study limited to WBCD dataset it can include MRI, US and 

mammogram image dataset to detect best features.  

 
 

5. CONCLUSIONS 
 

In this work supervised machine learning algorithms – DT, 

RF, SVM, XGBoosting and ANN are used to classify breast 

cancer. A well-organized comparative analysis is introduced 

with performance metrics accuracy, precision, recall, F1 score 

and specificity from classification of WBCD dataset. This 

study also introduced the feature importance and utilization for 

all features available in above data set to determine the most 

accurate, precise, and efficient machine learning algorithm. 

All algorithm has been implemented in the anaconda 

environment with the scikit-learn package in python. After 

accurate comparison among the models, we found that SVM 

utilized all features and achieved higher accuracy of 97.66%. 

Precision, recall, specificity and F1 score evaluation matrix for 

SVM shows better result as compare to other classifier. SVM 

take less time and area under curve is bigger than other 

classifier. In conclusion, SVM exhibit effectiveness in 

predicting and diagnosing breast cancer and reach optimal 

performance through the use of performance measures. It 

reveals that this technique is applied exclusively on the WBCD 

dataset, the dataset based on technique like MRI, 

mammograms and US can used for future to work it is required 

to use the same procedure and approaches on other databases 

to validate them. On larger data sets with more classes, we can 
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apply various machine learning algorithms with additional 

parameters to increase accuracy. 
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