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Nowadays, the diagnosis of breast cancer (DBC) helps doctors make early detection of 

breast cancer into non-cancerous (benign B) and cancerous (malignant M). Therefore, using 

machine learning (ML) algorithms is a solution to diagnosing and predicting symptoms 

related to DBC. The increased computational complexity, data size, overfitting, and longer 

training times harm early diagnosis accuracy. In this paper, propose a dimensionality 

reduction model integrating PCA and KNN for early breast cancer detection. which is used 

to diagnose and predict breast cancer (DPBC) based on reduced data size by selecting the 

best features that capture most of the variance in the data. The performance of the proposed 

model is evaluated with indices such as accuracy, precision, and f-score. Results for the 

DPBC model were obtained by using the Breast Cancer Wisconsin medical datasets (BCW). 
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1. INTRODUCTION

Globally, breast cancer, sometimes referred to as carcinoma, 

is the primary cause of death for women. Before affecting any 

nearby organs, it initially attacks the tissue in the breasts. If 

not detected in its early stages, it may turn deadly [1, 2]. Breast 

cancer is classified as either benign or malignant, depending 

on whether it is cancerous or non-cancerous. Differentiating 

between the tissue of a benign and malignant breast tumor is 

difficult [3]. 

ML-based methods benefit oncologists in making better

medical decisions by making treating the condition simple and 

affordable. The network of neurons became a substitute for 

choosing the best qualities [4]. In deep learning, features are 

directly learned from data using several non-linear processing 

layers [5], but it still needs some of the requirements, such as 

a large amount of labeled data, expensive, uninterpretable, 

data bias, and long training time [6].  

ML has been widely employed for computation processing 

because of its proven ability to improve and raise accuracy for 

both performance and prediction. The most well-known 

algorithms are neural networks, decision trees, random forests, 

and support vector machines (SVM). It is possible to use 

predictions or facts derived from experience. To determine the 

most precise link between variables, a variety of application 

methods can be applied, such as early breast cancer prediction, 

forecasting jobs, and time-series techniques [7, 8]. 

By developing prediction models, it may be possible to 

identify diseases earlier and provide patients with more 

effective treatment. ML models have demonstrated significant 

performance when used to diagnose breast cancer in earlier 

research [9, 10]. 

ML has been widely used in remote sensing because it can 

provide accurate predicted input-output data with strong 

correlations. Numerous options for biophysical parameter 

retrievals and applications are presented by this [11, 12]. 

The use of Internet of Things (IoTs) devices has become a 

necessity in our lives today, especially in the fields of health 

care [13]. In the same context, the increasing volume of data 

generated needs to be reduced to facilitate the transfer process 

to applications and cloud centers for the purpose of processing 

and analysis [14]. 

The PCA technique, which does not need data labeling and 

is a common dimensionality reduction method because to its 

simplicity and ease of implementation, is an example of an 

unsupervised learning technique. Its primary premise is the 

separation of feature groups, with the goal of reducing 

reciprocal correlation and sorting in accordance with a 

dropping eigenvalue and subsequently a declining variance. 

Principal components are another name for eigenvectors. They 

are initially subject to standard normalization because of the 

different feature domains [15].  

In this paper, an integrated PCA and KNN algorithm for the 

breast cancer prediction model is proposed. The 

dimensionality reduction is used to enhance accuracy by 

selecting the best features. The mode is used to increase 

accuracy and speed in detecting breast cancer using the 

smallest possible number of features extracted from a CT scan 

or MRI scan image. Feature selection is embedded by 

computing the explained variance ratios and cumulative 

variance to understand how much variance each component 

explains, and then selecting the best number of components 
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based on a threshold for cumulative variance. Finally, it uses 

the new data components in the KNN to predict breast cancer. 

The proposed model is compared with several models used for 

the prediction of disease among patients. The main 

contributions of this paper include: 

(1) To enhance breast cancer detection The integration of 

PCA and KNN algorithms is used. 

(2) Using PCA enabled efficient and effective 

dimensionality reduction that captured most of the variance in 

the data and a several of components that will be used in the 

KNN classifier. 

(3) Creation of a powerful ML model with the potential for 

clinical use in enhancing breast cancer detection. The 

dimensionality reduction approach led to reduced data size, 

hence easy to transmit to the cloud for storage analysis and 

processing for the long-term. 
 

 

2. RELATED WORKS 
 

Utilizing a variety of coping mechanisms, physicians are 

now able to diagnose breast cancer in women. Numerous data 

science (DS) approaches, in addition to new technologies, 

make it easier to gather and analyze cancer-related data in 

order to forecast this potentially fatal condition. The 

application of machine learning techniques of the treatment of 

cancer computationally has proved fruitful. Automatic 

learning systems, for instance, have been demonstrated in 

research [16] to boost diagnosis accuracy by 79.97%. On the 

other hand, machine learning achieved 91.1% accurate 

predictions. 

In the study by Saleh et al. [5], the authors proposed a breast 

cancer prediction model using an improved deep learning 

methodology. The authors have provided this improved deep 

recurrent neural network (RNN) model based on RNN and 

Keras-Tuner Optimization approach for the early detection of 

breast cancer. An input layer, five hidden layers, five dropout 

layers, and an output layer make up the optimized deep RNN 

model. 

Nicula et al. [17] using an SVM algorithm and a few chosen 

abilities that demonstrated how to find out the breast cancer. 

The performance of the model was verified using the DBC. 

When compared to other ML models, the experiment's results 

demonstrate that the suggested SVM has the highest 

classification accuracy, reaching up to 98.51 percent. ML 

approaches such as LR, SVM, and RF have been used to 

develop models for breast cancer prediction. SVM has scores 

between 82 and 88 percent, making it more sensitive than other 

models. 

Baby et al. [18] presented a model of decisional trees for 

breast cancer detection. The Gini index was employed by the 

decision tree to establish the qualities' priority levels. With an 

accuracy rate of 90.52 percent, the suggested diagnostic 

method surpassed other models such as artificial neural 

network (ANN), SVM, KNN, NB, adaptive boosting 

(AdaBoost), and others.  

Desai et al. [19] proposed a model using a Multilayer 

Perceptron (MLP) and Convolutional Neural Network (CNN) 

for breast cancer classification and detection. The model's 

effectiveness is measured by how well it can spot cancer in 

breast cells. MLP is less accurate than CNN by 98.37 percent. 

In the study by Rajaguru and SR [20], to pick features for 

the BCD dataset, PCA was used. The selected features were 

used to train and test a Decision Tree and KNN. With a 90.44 

percent Mathews Correlation Coefficient, 95.61 percent 

accuracy, and 95.95 percent sensitivity, the KNN classifier 

surpassed the Decision Tree in every statistic. Cross-validation 

was not performed on the KNN and Decision Tree models. 

Overfitting and sampling bias may therefore have an impact 

on performance. 

A similar study by Saoud et al. [21] utilized the most 

effective first search approach for feature selection and 

wrapper models, such as artificial neural networks (ANN), 

Bayesian networks, SVM, K-NN, Decision Trees, and 

Logistic Regression (LR). Different numbers of features were 

chosen by each model from the BCW dataset. The 

comparative examination of model performance was done by 

comparing accuracy measures for both models—one with 

feature selection and the other without. With an accuracy of 

97.36 percent, the SVM model without feature selection fared 

better than the other models. 

Omondiagbe et al. [22] were able to identify breast cancer 

with 98.82 percent accuracy 98.41 percent sensitivity, and 

99.07 percent specificity, using the BCW data set with SVM, 

radial basis kernel, ANN, and Naive Bayes. 

Kumar et al. [23] discovered that, when utilizing the WCB 

dataset, PCA and K-NN had a 96.4 percent accuracy rate in 

identifying breast cancer. Recently, two distinct datasets 

related to breast cancer were used to investigate the efficacy 

of K-NN utilizing different distance functions and k values. 

Studies are using K-NN, linear SVM, and Chi-squared 

features without feature selection. 

Most of the reviews mentioned above focus on using several 

types of ML algorithms without considering the size of the 

data or the number of features that can be obtained. While 

keeping the rest of the features to use when needed again. This 

work used minimum features to find the best data that could 

be used in the DPBC model and integrate multiple MLs to 

overcome the lack of a general methodology that finds good 

solutions in all domains. 

 
 
3. THE PROPOSED INTEGRATION APPROACH 

 
The methods used in this paper are presented in this section. 

It also offers a comprehensive explanation of the breast cancer 

diagnosis and prediction methodology. The DPBC model is 

evaluated by using performance measures through Precision, 

Accuracy, and F1 Score. 

 
3.1 Proposed model 

 
The DPBC model recognizes the disease by integrating two 

algorithms PCA and KNN. Although this model yields 

promising results, the final best model for classification for 

decisions will be made based on a comparison of the output of 

the SVM, RF, and CNN algorithms with the proposed model 

in this study. The block diagram of the suggested model is 

shown in Figure 1. The dimensionality reduction PCA 

approach is used to increase accuracy, and feature selection is 

then integrated into the model. Whether or not the incoming 

data is diseased, all four strategies provide output according to 

case B or M. 

The DPBC method begins with the normalization of X 

features, applying normalization before using ML techniques 

helps hasten the convergence of ML during training. Features 

with various scales may cause convergence to occur more 

slowly or to less ideal solutions. With data of different scales, 

problems like overflow or underflow may arise; normalization 
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can help prevent them. 

A high-dimensional dataset can be converted into a lower-

dimensional space using the approach of PCA, which keeps 

the most crucial data intact. The components that represent the 

most volatility in the data are linear combinations of the 

original attributes. Computation of the explained variance 

ratios and cumulative variance, followed by selecting the best 

number of components based on a threshold for cumulative 

variance (e.g., 95%) to determine the optimal number of 

features.  

The dataset, the use case unique to the problem, and the 

quantity of information that should be kept may all influence 

the threshold and the ideal number of components chosen. 

 

3.2 Description of the methodology 

 

Overfitting occurs when we feed our model with datasets 

that are too big (having a lot of features and columns), which 

causes the model to start being affected by noise and outlier 

values. We refer to this as the Dimensionality Curse. 

Dimensionality reduction is a statistical or machine learning 

technique that aims to produce a dataset with the ideal number 

of dimensions by reducing the number of features in the 

original dataset. 

Feature extraction is a popular technique for achieving 

dimension reduction. It involves mapping a higher-

dimensional feature space to a lower-dimensional feature 

space to minimize the number of dimensions. Principal 

component analysis (PCA) is the method for feature extraction 

that is most frequently used. 

The number of potential feature subsets in feature selection 

issues grows exponentially with the number of features. 

Furthermore, there are a lot of issues with feature selection. 

Therefore, even with low-dimensional data, it is not viable to 

conduct an exhaustive search to discover the best solution. 

The dimensionality reduction captures most of the variance 

in the data based on the number of components from the PCA 

algorithm and creates new data components that will be used 

in the KNN to predict. The next step is data splitting to values 

representing the new data components and targets (X_reduce, 

Y), followed by applying the KNN algorithm to select the best 

k-neabouers using an implementation loop to obtain high 

accuracy. The last step is to apply KNN based on the DPBC 

model to diagnose and predict the BC. 

 

 
 

Figure 1. The proposed model DPBC 

 

 

4. WORKING OF THE PROPOSED METHOD 
 

The proposed methodology includes six levels of operations 

as shown in Figure 2. The proposed method starts with data 

collecting and then moves on to pre-treatment, which includes 

normalization and data cleansing from null and missing values 

before utilizing machine learning algorithms. Normalization 

helps hasten the convergence of ML during training. Features 

with various scales may cause convergence to occur more 

slowly or result in less ideal solutions. 

The data model is constructed using coordinated data and 

AI calculations. The suggested methodology compares an 

improved DPBC model to other approaches to automatically 

predicting data reduction operations that can also be applied 

near the data production sources, and then prediction and 

diagnosis can be applied by the applications in the cloud, 

which can serve as a central data center for breast cancer data. 

Uses a test set, which is a 20% subset of the entire data set, 

to assess the effectiveness of the model. Following the testing 

of the templates, we compare the outcomes to ascertain which 

algorithms yield the best approximation and maximum 

accuracy for detecting the advancement of cancerous cells. 

The integrate KNN and PCA for dimensionality reduction, 

you can follow these steps after loading the dataset: 

(1) Starting by normalizing the data until unifying the data 

within a specific range. 

(2) Constructing the covariance matrix involves 

determining the relationship between pairs of variables and the 

amount of variance. 

(3) Computing the eigenvectors and eigenvalues. 

(4) Sorting the eigenvalues in descending order and 

selecting the top k eigenvectors corresponding to the highest 

eigenvalues. 

(5) Transforming the feature matrix using the selected 

principal components by multiplying the original feature 

matrix by the selected eigenvectors to obtain a reduced-

dimensional feature matrix. 

(6) Splitting the dataset into training and testing sets by 

dividing the transformed feature matrix and the target variable 

into a training set and a testing set of 80% of the data and the 
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remaining for testing. 

(7) Train the KNN model. Fit the KNN model using the 

training data. Specifying the number of nearest neighbors (k) 

and any other relevant parameters, such as distance metrics. 

(8) Evaluate the model: Use the trained model to predict the 

testing data. Calculate the appropriate regression evaluation 

measure, such as mean squared error (MSE). 

(9) Iterate through different values of k (the number of 

principal components) to find the optimal number of features 

that provides the best regression performance. 

(10) Selecting the best-performing k and finalizing the 

model: Choose the value of k that yields the best model’s 

performance based on the evaluation metrics. Train the final 

KNN model using this optimal number of principal 

components. 

 

 
 

Figure 2. Flow diagram of ML models 

 

 

5. EXPERIMENTATION 

 

The ML model is trained on the dataset in advance of being 

used to predict the target and generate new prediction values 

when addressing a supervised ML challenge. Using fresh input 

data, cross-validation assesses the model's capacity to produce 

reliable and useful results. The primary issue is that the 

model's error rates don't indicate how well the model would 

function on fresh data or whether it is substantially biased 

(underfitted) or greatly variance-overfitted.  

To conduct experiments, a computer is used with the 

specifications mentioned in Table 1 using the Python language 

and multiple libraries for programming. 

 

Table 1. Experimental setup 

 
Item Description 

CPU 2.70 GHz intel Core i3 

RAM 4 GB 

VRAM 1 G 

OS Windows 10 pro 64bit 

IDE Python 3.10 

In order to find the optimal hyper-parameters, build a model 

that is perfect for use with future data, and produce the most 

accurate predictions, machine learning models are subjected to 

cross-validation, which is the process of comparing their 

performance against a different collection of data called the 

holdout set or validation set. 

The data size is necessary to be reduced due to the difficulty 

of transmission, processing, and storage, so we use a 

dimensionality reduction by the PCA algorithm for this 

purpose near data sources. The final diagnosis and prediction 

can be made in the cloud or in any other application. Feature 

selection is embedded in DPBC model.  
Integrating PCA and KNN can be beneficial for several 

reasons: 

• Dimensionality reduction. 

• Feature selection. 

• Handling multicollinearity. 

• Improved generalization. 

• Computational efficiency. 

 

5.1 Dataset 

 

The medical data sets from Breast Cancer Wisconsin (BCW) 

were used in the present study. The Kaggle datasets can be 

found at (https://www.kaggle.com/datasets) [24, 25]. There 

are 569 records in the collection. 357 (62.7%) cases of benign 

breast cancer and 212 cases of malignant breast cancer are 

reported. Every record contains 30 real-valued input attributes, 

an ID number, and a diagnostic (dataset label: "B" indicates 

benign, "M" indicates malignant). An aspirate digital image of 

the breast mass is used to real-value and evaluate these 

attributes. A database has 30 real-valued input attributes for 

569 cases. There are no missing values in the dataset. 

 

5.2 Evaluation measures 

 

Precision, Accuracy, and F1 Score are used as performance 

measures to assess the model based on the test data. Eq. (1) 

and (2) reflect the precision value of the classification model, 

respectively, whereas Eqs. (3)-(4) provide the recall and F1 

score, respectively. 

 

Precision= 
TP

TP+FP
 (1) 

 

Accuracy= 
TP+TN

TP+TN+FP+FN
 (2) 

 

Recall= 
TP

TP+FN
 (3) 

 

F1 Score= 
2∗(precision∗recall)

precision+recall
 (4) 

 

Where, TP represents the true positive, FP for the false 

positive, TN for the true negative, and FN for the false 

negative, and these values are derived from the confusion 

matrix, see Table 2. 

Performance evaluation of the model and accuracy by using 

four main parameters that are used in computing the accuracy 

of the models of ML. 

• If the right response is positive, TP (true positive) predicts 

positive; 

• If the correct answer is negative, TN (true negative) 

predicts negative; 

• If the correct answer is negative, FP (false positive) 

predicts positive;  

• If the correct answer is positive, FN (false negative) 

predicts negative. 
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Accuracy: is a performance measure used in classification 

problems. The classification aims to determine the class of 

new instances within the predefined classes. The percentage of 

accurately anticipated cases relative to all instances is known 

as accuracy. The enhancement of the data size by calculating 

the original data then applying PCA and calculating the data 

size. It achieved a reduction of 68%.  

From the analysis of the confusion matrix, as shown in 

Figure 3 we observe that the infected and undetected cases are 

zero, meaning there is no benign case that is actually malignant. 

This is considered an encouraging percentage in diagnosing 

breast cancer. 

The mode achieves a reduction of features from 30 to 8, as 

shown in Figure 4 where (a) represents the original features 

and (b) represents the features of applying PCA. By combining 

various models, these techniques have the potential to increase 

the accuracy and robustness of prediction and classification 

models for the problem of breast cancer risk. 

 

Table 2. Confusion matrix table 

 
 Expected M Expected B 

Real M TP FN 

Real B FP TN 

 

 
 

Figure 3. Confusion matrix of the DPBC 

 

 
 

Figure 4. Data size reduction 

 

 

6. RESULTS AND DISCUSSION 
 

Implemented the DPBC model and additional ML 

algorithms for experimenting. by conducting and assessing 

experiments utilizing Python as a programming language and 

tools like PyCaret and Sklearn. Each experiment is conducted 

using a different methodology on the BCW dataset. Table 3 

shows results from using the features selection by PCA then 

KNN, RF, SVM, and CNN in terms of accuracy and without 

using PCA. 

The WCB datasets consist of a large number of features; 

therefore, PCA dimensionality reduction in integration with 

KNN helps improve the results. Due to its reliance on distance 

measures, KNN can suffer from the curse of dimensionality. 

High-dimensional data can result in more complex 

computations, more time spent training, and a higher chance 

of overfitting. KNN becomes more effective and efficient 

because of PCA, which lowers the data's dimensionality while 

maintaining crucial information. 

On the BCW dataset, the DPBC model's accuracy, recall, 

precision, and F1 score are compared to those of other ML 

models. In comparison with other methods, Table 4 describes 

the comparative accuracy results of the same dataset. The 

results for the DPBC model, compared to other approaches, 

appear to have better performance, as shown in the table for 

DPBC results. 
 

Table 3. Results from DPBC model 
 

Method 
Accuracy with 

Features Selection 

Accuracy Without 

Features Selection 

KNN 99.12 94.15 

RF 96.73 94.49 

SVM 97.86 92.98 

CNN 97.37 93.86 

 

Table 4. Results of the DPBC model with the other models 

BCW dataset 

 
Reference Model Accuracy% Precision% F1% 

[23] PCA+KNN 96.4   

[20] PCA+KNN 95.57   

[21] SVM 97.36   

[22] SVM 98.82 99.07 98.41 

[26] LR with Area 98.06   

[17] SVM 98.51   

[19] CNN 98.37   

[27] Voting Classifier 97.61   

[27] Polynomial SVM 99.03   

[27] 
KNN with 

hyperparameter 
97.35   

[27] 
PCA +Logistic 

Regression 
94.87 94.81 92.9 

[28] SVM  98 96 

[28] KNN  94 96 

[28] RF  96 97 

[29] LR+SVM 98.77 98.83 98.68 

In this 

study 
DPBC 99.12 99.13 99.12 

 

In terms of early breast cancer prediction, the DPBC 

model's results are 4.28% better than those of the other 

research. These differences result from the DPBC model's use 

of embedded feature selection approaches, which were applied 

via PCA and KNN. This demonstrates how the feature 

selection process affected the model's performance. 

The evaluation metrics that were computed by using Eqs. (1) 

through (4) showed that the DPBC model had remarkably high 

precision, accuracy, recall, and F1 score. With an accuracy of 

0.9912, the model correctly categorized 99.12% of the events. 

With a recall value of 0.9912, the model successfully classified 

351



 

99.12% of the actual malignant cases as such. There has been 

a 68% decrease in the size of the data. 

The proposed model was evaluated using different 

algorithms such as K-Nearest Neighbor, Support Vector 

Machine, Random Forest, and CNN. As can be seen in the 

results section, the DPBC model has an accuracy score of 

99.12%, while the SVM, RF, and CNN have scores of 96.73%, 

96.73%, and 97.86%, respectively. The DPBC model yielded 

the greatest precision and F1 scores, at 99.13% and 99.12%, 

respectively. The study's conclusions show that the proposed 

DPBC model outperforms several classifiers. A comparison of 

the proposed model and other models from the literature is also 

presented in this study. 

 

 

7. CONCLUSION  

 

Many lives can be saved if breast cancer is detected early. 

The integration of PCA and KNN in the DPBC model is 

presented in this study. ML uses several significant 

dimensionality reduction techniques. A subset of principle 

components that captures the majority of the variance in the 

data can be chosen using the dimensionality reduction 

approach PCA, which can be used for feature selection. This 

model makes use of the power of integrating various 

algorithms to improve prediction accuracy and offer more 

thorough insights. Furthermore, creating ML classifier models, 

and dimensionality reduction is an essential stage because it 

has a big impact on the model's performance, training duration, 

and interoperability. Enhanced capability for prediction 

models using numerous ML algorithms. Integrate models can 

capture a range of features and lower the danger of overfitting 

by merging the predictions of various models, resulting in 

more accurate and dependable forecasts. This may increase the 

precision of breast cancer risk evaluations. This demonstrates 

that, when compared to other ML models, the DPBC model 

classifier has the most accurate results, with the highest 

accuracy, precision, and F score values. Utilizing the DPBC 

model results in a reduction of the original data size by up to 

68.75% when compared to the size after applying PCA. 

In the future, improve performance by using several new 

methods of feature selection. The model designed for other 

forms of cancer is also utilized. Furthermore, the performance 

of the proposed model can be tested in real-time. 
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