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The SME sector in Indonesia comprises 99.99% of businesses, employing 96.9% of the 

workforce and contributing 60.5% to GDP and non-oil exports. Despite their importance, 

SMEs face challenges including limited financial access, product hygiene concerns, and 

fluctuating demand. Accurate demand prediction is crucial for optimizing production, 

inventory, and resource allocation. SARIMAX and VAR models are commonly used for 

demand prediction, with SARIMAX proving more effective, especially when integrating 

weather data. Due to there are quite few literatures about SARIMAX is used at SMEs, in 

this study we utilized SARIMAX and VAR models with sales and weather data (average 

temperature and average humidity) from January to June 2023. SARIMAX with optimum 

parameters optimum parameters (d=1, D=1, p=2, q=3, P=2, Q=2, s=7) outperformed 

optimized VAR in predicting demand for food and beverage SMEs. SARIMAX obtained 

AIC 1070.11, MSE 80.393, MAE 7.513, RMSE 8.966 and reduced MSE by 86.35% 

compared to VAR. This research highlights the significance of accurate demand prediction 

for SMEs, emphasizing the importance of considering external factors like weather. 

Understanding and predicting demand patterns are vital for SMEs to make informed 

decisions and optimize operations efficiently. 
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1. INTRODUCTION

Small and Medium-sized Enterprises (SMEs) refer to 

businesses with 1-4 employees, predominantly micro-

enterprises [1]. Statistics from the Ministry of Cooperatives 

and SMEs in 2019 revealed a staggering 64,194,056 SMEs, 

constituting 99.99% of the business landscape and engaging 

96.9% of the workforce [2]. These enterprises play a pivotal 

role in the economy, contributing 60.5% to the national GDP 

and 15.6% to non-oil exports, underscoring their crucial 

significance in the country's economic framework [3]. In 

addition, SMEs have proven to be resilient during economic 

downturns and have the potential to drive inclusive and 

sustainable development [4]. There are several challenges that 

faced by SME in Indonesia, such as: 1) limited access to 

financial capital and financing options [5], 2) product hygiene 

and environmental sanitation as COVID-19 outbreak, and 3) 

number of demand for their products and services [6]. 

In this research, demand prediction is crucial for SMEs for 

several reasons. Firstly, accurate demand prediction allows 

SMEs to optimize their production and inventory management. 

By forecasting future demand, SMEs can adjust their 

production levels and inventory levels accordingly, ensuring 

that they have the right number of products available to meet 

customer demand. This helps to minimize the risk of stockouts 

or excess inventory, which can lead to financial losses and 

inefficiencies in the supply chain [7]. Also, SMEs can ensure 

that they have the appropriate amount of ingredients, raw 

materials, and finished products to meet customer needs. This 

helps minimize wastage, optimize production efficiency, and 

reduce costs [8]. Secondly, demand prediction enables SMEs 

to plan their resource allocation effectively. By understanding 

the expected demand for their products, SMEs can allocate 

their resources, such as labor, raw materials, and equipment, 

in a more efficient and cost-effective manner. This helps to 

optimize the utilization of resources and improve overall 

operational efficiency [7]. Furthermore, demand prediction 

plays a crucial role in financial planning and management for 

SMEs [9]. Accurate demand forecasts provide valuable 

information for budgeting, cash flow management, and 

financial decision-making. SMEs can use demand forecasts to 

estimate their revenue and plan their expenses, ensuring that 

they have sufficient financial resources to meet customer 

demand and sustain their operations [10]. Thus, by accurately 

forecasting demand, SMEs can collaborate with suppliers, 

distributors, and logistics providers to ensure a smooth and 

efficient flow of goods and services. This helps to minimize 

lead times, reduce costs, and improve customer satisfaction 

[11]. 

Demand prediction algorithms for various industries and 

applications have been introduced, such as: SARIMAX and 

vector Auto Regression (VAR). SARIMAX, which stands for 

Seasonal Autoregressive Integrated Moving Average with 

Exogenous Regressors, is well-suited for handling the time-
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dependent nature of demand data and capturing seasonality 

[12], handle time-dependent nature of demand data, and 

incorporate exogenous variables, making it a valuable tool for 

accurate and comprehensive time series forecasting in demand 

prediction scenarios [13]. SARIMAX have been used in 

various fields, such as electricity demand forecasting [14], 

energy consumption forecasting [15], parking occupancy 

forecasting [16], infectious disease [17], international visitor 

arrival [18]. 

The Vector Autoregression (VAR) model is a valuable tool 

for demand prediction due to its ability to capture the dynamic 

interdependencies among multiple time series variables [19]. 

VAR models offer several advantages. Firstly, they allow for 

the simultaneous modeling of multiple related time series 

variables, which is essential in capturing the complex 

relationships and feedback mechanisms that exist within 

demand data [20]. Additionally, VAR models are well-suited 

for handling the time-dependent nature of demand data, as 

they can capture both short-term and long-term dynamics, 

making them particularly effective for short-term demand 

forecasting [21]. This capability enables the model to account 

for the interdependencies among different demand-related 

factors, such as pricing, marketing efforts, and external 

economic indicators, leading to more comprehensive and 

accurate forecasts. VAR also have been used in several fields 

in SME topics, such as: job creation [22], hotel demand 

uncertainty [19], tax cut for labor demand [23]. 

Weather data can play a significant role in demand 

prediction across several industries. By incorporating weather 

patterns into forecasting models, businesses may anticipate 

fluctuations in consumer behavior influenced by weather. For 

instance, in the retail sector, weather can impact consumer 

demand for specific items such as clothing [24], or food and 

beverages [25]. In agriculture, weather data is key for 

predicting crop yields which indirectly influence the supply 

and demand dynamics in agricultural markets [26]. The impact 

of weather on demand is seasonal and sometimes geographical. 

Hence, models like SARIMAX, which account for seasonal 

data, can be quite beneficial when used alongside weather data. 

When using VAR, the interdependencies between weather 

factors and demand can be captured. For instance, temperature 

might impact demand for a product linearly, while 

precipitation might have a non-linear impact. 

Thus, in the context of SME, rather than VAR model, 

SARIMAX model has not been explicitly studied. 

Nevertheless, both VAR and SARIMAX model for SME topic, 

there are not many topics which using weather data for 

demand product prediction. Thus, in this research, we utilized 

transactions data from food and beverage SME with weather 

data from SME’s location. In the specific context of SMEs, 

SARIMAX and VAR models is utilized to forecast demand for 

their products. By incorporating relevant exogenous variables 

such as weather data, SARIMAX and VAR models can 

provide valuable insights into future demand patterns. This can 

help SMEs optimize their production, inventory management, 

and marketing strategies to meet customer demand effectively. 

From the experiment, our research concluded that 

SARIMAX outperform the VAR in matter demand prediction 

for food and beverage SMEs supplied with weather data (temp 

avg and humidity avg) and obtained values for AIC 1070.11, 

MSE 80.393, MAE 7.513 and RMSE 8.966. 

The remainder of this paper is organized as follows, section 

2 briefly reviews SARIMAX and VAR. Section 3 describes 

the methods used. Section 4 provides the conducted 

experiment and discussion. Then, section 5 presents 

conclusions and future works. 

 

 

2. REVIEW OF SARIMAX AND VAR 

 

SARIMAX stands for Seasonal AutoRegressive Integrated 

Moving Average with eXogenous variables. It's a type of time 

series model that combines autoregressive, differencing (I), 

and moving average operations, as well as accounting for 

seasonality (seasonal ARIMA) and exogenous variables. It's 

used for forecasting when data has a trend and/or a seasonal 

pattern, and when external, independent variables might 

influence the time series variable being forecasted. It expands 

on simpler models like AR and MA by including trends and 

seasonality, allowing for more accurate predictions in these 

complex contexts. 

The components of SARIMAX are: 

(1) Seasonal (S): SARIMAX accounts for seasonality in the 

data. Seasonal patterns occur when there are regular 

fluctuations or patterns in the data that repeat over specific 

periods. 

(2) Autoregressive (AR): This component captures the 

relationship between a variable and its own lagged values. In 

other words, it models the relationship between an observation 

and several lagged observations (from previous time steps). 

(3) Integrated (I): The "integrated" part of SARIMAX 

indicates the differencing of raw observations to make the time 

series stationary. Stationary time series have constant 

statistical properties over time, making them easier to model. 

(4) Moving Average (MA): This component models the 

relationship between a variable and a residual error from a 

moving average model applied to lagged observations. 

(5) Exogenous Regressors (X): SARIMAX allows for the 

inclusion of exogenous variables, which are external factors 

that can influence the time series being analyzed. These 

variables are not directly related to the time series but are 

believed to have an impact on it. Including exogenous 

regressors in the model can improve its forecasting accuracy, 

especially when there are known external factors affecting the 

time series. 

And the equation for SARIMAX (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄, 𝑠)  can 

be seen as follows: 

 

Θ(L)𝒑𝜃(L𝒔)𝑷∆𝒅∆𝒔
𝑫𝑦𝑡 = Φ(L)𝒒𝜙(L𝑠)𝑸∆𝒅∆𝒔

𝑫𝜖𝑡 + ∑ 𝛽𝑖𝑥𝑡
𝑖𝑛

𝑖=1   (1) 

 

where, 𝑦𝑡  is given time series, 𝑝 is the number of time lags to 

regress on, 𝜖𝑡 is the noise at time 𝑡, 𝛽 is constant, 𝐿 is regular 

lag operator, Θ(L)𝑝 are order 𝑝 polynomial function of 𝐿, 𝑞 is 

the number of time lags of error to regress on, 𝜙 is defined 

analogously to Θ, ∆𝑑  is integration operator where 𝑑  is the 

order of differencing used, ∆𝑠
𝐷 is seasonal differences of the 

time series where 𝑠 is the number of time lags comprising one 

full period of seasonality and 𝐷  order differencing which 

applied to seasonal lags. Then, 𝑛  exogeneous variables 

defined at each time step 𝑡, denoted by 𝑥𝑡
𝑖 for 𝑖 ≤ 𝑛. 

The reason SARIMAX is chosen due to: 1) SARIMAX 

models allow for the inclusion of exogenous variables, such as 

weather features, which can significantly impact demand 

patterns. By incorporating these variables, SARIMAX models 

can capture the influence of external factors on demand and 

improve the accuracy of predictions [27]; 2) SARIMAX 

models are well-suited for capturing seasonal patterns and 

autocorrelation in demand data. The seasonal and 
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autoregressive components of SARIMAX models enable them 

to model and forecast demand accurately, especially when 

there are recurring patterns and dependencies in the data [28]; 

3) SARIMAX models offer flexibility in terms of model 

specification and customization. They can be tailored to 

specific demand patterns and adjusted to incorporate different 

exogenous variables, allowing for a more precise and tailored 

demand prediction [13]; 4) SARIMAX models provide 

interpretable results, allowing for a better understanding of the 

underlying factors driving demand. The coefficients and 

parameters of SARIMAX models can provide insights into the 

relationships between demand and exogenous variables, 

aiding in decision-making and strategy development [13].  

One potential weakness is the sensitivity of the model to the 

selection of its parameters, which may require careful tuning 

and optimization for different types of demand data [29]. 

Additionally, SARIMAX may be less effective when dealing 

with highly volatile or irregular demand patterns, as it relies 

on capturing and modeling the underlying time series 

components, which may be challenging in such cases [18].  

Vector Autoregression (VAR) is a type of statistical 

modeling used in econometrics that captures the linear 

interdependencies among multiple time series. It allows each 

variable in the system to be a function of the lagged values of 

all other variables in the system, which makes it crucial in 

forecasting systems of interrelated time series variables. 

Essentially, each variable in a VAR is modeled as a linear 

combination of past values of itself and the past values of all 

other variables in the system. The primary advantage of VAR 

is its ability to model the dynamic relationships amongst 

multiple (typically economic) variables simultaneously. 

The equation for vector autoregression can be seen as 

follows: 

 

𝑦𝑡 = 𝑐 + 𝐴1𝑦𝑡−1 + 𝐴2𝑦𝑡−2 + ⋯ + 𝐴𝑝𝑦𝑡−𝑝 + 𝜀𝑡 (2) 

 

where, 𝑦𝑡  is 𝑘 × 1 vector representing the variable at time 𝑡. 

𝑐  is 𝑘 × 1  vector of constants. 𝐴1, 𝐴2, … , 𝐴𝑝  are 𝑘 × 𝑘 

matrices of coefficients representing the lagged values of the 

variables. 𝑝 is the order of the VAR model, indicating how 

many lagged values are included in the model. Then, 𝜀𝑡  is 

𝑘 × 1 vector representing the error term at time 𝑡. 

Also, the reason VAR is chosen due to: 1) VAR models are 

capable of capturing the interdependencies and dynamic 

relationships among multiple variables simultaneously. This 

makes them suitable for demand prediction, where multiple 

factors can influence the demand patterns [19]; 2) VAR 

models allow for the analysis and forecasting of multiple 

variables together, considering their mutual interactions. This 

is particularly useful when there are feedback loops and 

interrelationships among the variables, which can affect 

demand dynamics [30]; VAR models can incorporate 

exogenous variables, such as economic indicators, which can 

have an impact on demand. By including these variables, VAR 

models can capture the influence of external factors on 

demand patterns and improve the accuracy of predictions [31]. 

One potential weakness of VAR is the challenge of estimating 

a large number of parameters, especially when dealing with 

high-dimensional data or a large number of variables. This can 

lead to increased computational complexity and potential 

issues related to overfitting, particularly when the number of 

observations is limited [32]. 

To obtain optimal parameter for SARIMAX we utilized 

Akaike Information Criterion (AIC). Then, for VAR, there are 

several considerations, such as Akaike Information Criterion 

(AIC), Bayesian Information Criterion (BIC), Final Prediction 

Error (FPE) and Hannan-Quinn Information Criterion (HQIC). 

The Akaike Information Criterion (AIC) is a statistical tool 

utilized to assess how well a statistical model fits the data. It 

strikes a balance between the model's fit quality and its 

complexity, discouraging overly intricate models that might 

overfit the data. When applied to Vector Autoregression (VAR) 

models, AIC helps compare various models, aiding in the 

selection of the most suitable one for forecasting or analyzing 

complex time series data with multiple variables. A lower AIC 

value indicates a better trade-off between goodness of fit and 

model complexity. When comparing different VAR models, 

you would choose the model with the lowest AIC value, as it 

suggests that the model provides a good fit to the data without 

being overly complex. The AIC equation can be seen as 

follows: 

 

𝐴𝐼𝐶 =  −2 log(𝐿) + 2𝑝 (3) 

 

where, 𝐿  is the likelihood of the data given the model. It 

represents how well the model explains the observed data. 

Then, 𝑝 is the number of parameters in the VAR(p) model, 

which includes the autoregressive coefficients and the error 

variances. 

The Bayesian Information Criterion (BIC) helps balance the 

goodness of fit of a model with its complexity, penalizing 

models with more parameters. The BIC penalizes the number 

of parameters more heavily than the AIC, which means that it 

tends to favor simpler models. A lower BIC value indicates a 

better trade-off between goodness of fit and model complexity. 

The BIC equation can be seen as follows: 

 

𝐵𝐼𝐶 =  −2 log(𝐿) + 𝑝 × log (𝑛) (4) 

 

In here, 𝑛 is the number of observations in the time series 

data. 

The Final Prediction Error (FPE) is used to estimate the 

expected mean squared prediction error of a model. FPE 

provides a measure of forecast accuracy, penalizing complex 

models to avoid overfitting. Like AIC and BIC, a lower FPE 

value indicates a better trade-off between goodness of fit and 

model complexity. The FPE equation can be seen as follows: 

 

𝐹𝑃𝐸 =  (
𝑛+𝑝+1

𝑛−𝑝−1
) × |∑ 𝑢̂|

−1
  (5) 

 

In here, ∑ 𝑢̂ is the estimated residual covariance matrix of 

the VAR(p) model. 

The Hannan-Quinn Information Criterion (HQIC) provides 

a trade-off between the goodness of fit of the model and its 

complexity. The HQIC incorporates a logarithmic term related 

to the sample size (𝑛) that penalizes the number of parameters 

in the model. Like AIC and BIC, a lower HQIC value indicates 

a better trade-off between goodness of fit and model 

complexity. The equation can be seen as follows: 

 

𝐻𝑄𝐼𝐶 =  −2 log(𝐿) + 2 × 𝑝𝑎𝑟𝑎𝑚𝑠 × log (log (𝑛)) (6) 

 

In here, params is the number of parameters in the VAR 

model, including the autoregressive coefficients and the error 

variances. 

After gaining the optimal parameter. The performance of 

algorithm can be measure with several measurements to 
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understand which methods are better than other, such as: MSE, 

MAE and RMSE. MSE, Mean Squared Error (MSE) 

calculates the average of the squared variances between our 

predictions and the real values. This metric gauge the 

effectiveness of our prediction model. Smaller MSE values 

suggest that predictions closely align with the real values, 

whereas larger MSE values indicate greater discrepancies 

between predictions and reality which we can see in following 

equation: 

 

𝑀𝐴𝐸 =  
∑ |𝑌𝑖̂−𝑌𝑖|𝑛

𝑖=1

𝑛
  (7) 

 

Mean Absolute Error (MAE) is the average of the absolute 

differences between your predictions and the actual values. 

MAE provides a straightforward and easy-to-understand way 

of measuring the accuracy of your predictions. Like MSE, 

lower MAE values indicate that the predictions are closer to 

the actual values and the MAE equation can be seen as follows: 

 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑌𝑖 − 𝑌𝑖̂)

2𝑛
𝑖=1   (8) 

 

RMSE is a way of calculating the average size of the errors 

in our predictions, with the square root ensuring the scale of 

the error metric matches the scale of the original values. Like 

MSE and MAE, lower RMSE values indicate that the 

predictions are closer to the actual values, signifying a more 

accurate prediction model. The equation can be seen as 

follows: 

 

𝑅𝑀𝑆𝐸 =  √
∑ ‖𝑌(𝑖)−𝑌̂(𝑖)‖2𝑁

𝑖

𝑛
  (9) 

 

For MAE, MSE and RMSE, the symbol can be read as: 

Where 𝑛 denotes number of data points, 𝑌𝑖 denotes observed 

values and 𝑌𝑖̂ denotes predicted values. 

 

 

3. METHODS 

 

In this research, we are using transactions data from SME 

which took part in Food and Beverage (food and drink 

souvenirs) in small city Kudus, Central Java. our proposed 

methods can be seen as Figure 1. 

From Figure 1, the detailed steps can be described as 

follows: 

(1) We cleaning the transactions to obtain date and daily 

total transactions. The daily transaction data is based on 

showroom sales (physical store) and not considered the online 

sales (e-commerce or e-marketplace) due to we want to know 

the effect of weather in daily demand. The transactions data 

have several features such as: date (daily), and sales quantity 

(here, sales quantity is demand for that day). The daily 

transaction data is obtained from Januari 2023 to end of June 

2023. The main reason for data collection to start in January 

2023 is because that SME want to start fresh due to there is no 

COVID-19 anymore. Here, we only using one product which 

have best seller product called dodol (food made from sticky 

rice and brown sugar). The data can be seen at following Table 

1. 

(2) Then, we obtained daily weather data using BMKG 

(Indonesian Meteorological Agency). The obtained daily 

weather data are: dates, avg temperature and avg humidity. 

(3) Finally, both daily transaction data and daily weather 

data are combined to become one dataset which can be seen at 

this Table 2. 

 

 
 

Figure 1. Proposed methods 

 

Table 1. Sales quantity data 

 
Dates Sales Qty 

2023-01-09 14 

2023-01-10 18 

2023-01-11 16 

2023-01-12 12 

2023-01-13 19 

… … 

2023-06-26 20 

2023-06-27 17 

2023-06-28 23 

2023-06-29 26 

2023-06-30 30 
Note: 171 rows x 1 columns 
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Table 2. Dataset contains sales qty, temp and humidity 

 
Dates Sales Qty Temp Avg Humidity 

Avg 

2023-01-09 14 28 84 

2023-01-10 18 27.9 85 

2023-01-11 16 28.3 85 

2023-01-12 12 28.7 80 

2023-01-13 19 27.4 86 

… … … ... 

2023-06-26 20 27.3 77 

2023-06-27 17 28.6 79 

2023-06-28 23 28.3 78 

2023-06-29 26 28.9 80 

2023-06-30 30 28.9 77 
Note: 171 rows x 3 columns 

 

 
 

Figure 2. Plot for sales quantity by dates 

 

 
 

Figure 3. Plot for temperature by dates 

 

 
 

Figure 4. Plot for humidity by dates 

 

Table 3. SARIMAX parameters value 

 
Parameter Definition Range 

𝑝 The number of lag observations included in 

the model 

[0,1,2,3,4] 

𝑑 The degree of differencing [0,1] 

𝑞 The size of the moving average window [0,1,2,3,4] 

𝑃 It is similar to  
𝑝 but applies to the seasonal component. 

[0,1,2,3,4] 

𝐷 The number of times the seasonal 

observations are differenced to achieve 

stationarity. 

[0,1] 

𝑄 the size of the seasonal moving average 

window 

[0,1,2,3,4] 

𝑠 the number of time steps in a single 

seasonal period (here, we take weekly) 

7 

 

(4) For the dataset, we convert date into datetime format. 

Then, we plot the data as following Figures 2-4. 

From the Figure 2, we can see that the daily demand has up 

and down. 

From the Figure 3, we can also see that the temperature has 

up and downs. Here, the temperature tends to increase due the 

location has dry season when the dataset is collected. 

From the Figure 4, we can also see that the humidity has 

tendency get low value due to dry season. 

(1) After dataset is obtained, we check for correlation using 

pearson correlation test. 

From Figure 5, we can see that temp avg have weak positive 

relationship with sales qty where the correlation coefficient of 

0.15 suggests that there is a positive tendency: as one variable 

increases, the other variable tends to increase slightly as well. 

However, the relationship is not significant, and other factors 

are likely influencing the variability in the data. Then, the 

humidity avg have weak negative relationship with sales qty 

where a correlation coefficient of -0.11 that as one variable 

increases, the other variable tends to decrease slightly, and 

vice versa. The relationship, however, is not strong. Finally, 

humidity avg and temp avg obtained correlation coefficient of 

-0.86 which be interpreted as a clear inverse association 

between the variables. From here, we decided to use sales qty, 

temp avg and humidity avg as features. 

(2) Then, we are using adfuller test for stationary test. For 

this test, sales qty is used as target. Then, humidity avg and 

temp avg is used as exogeneous data. 

From Figure 6, we found out that the data is non stationary. 

Thus, changing from non-stationary to stationary needs to be 

done. In here, differencing is embedded as value that are 

search for the optimum value in time series algorithm that we 

used. 

(3) We are using two methods to compare, which methods 

is suitable for our dataset in daily demand prediction using 

sales quantity and weather data (temperature and humidity). 

Thus, here we are using SARIMAX and VAR. 

(4) Here, the training data consist of date from 2023-01-09 

to 2023-06-01 (total 142 rows). Then, for the testing data, it 

consists of date from 2023-06-01 to 2023-06-30 (total 30 

rows). 

(5) We are optimizing SARIMAX to obtain optimum value 

for (𝑝, 𝑑, 𝑞)  and (𝑃, 𝐷, 𝑄, 𝑠) . Here, the parameter which 

considered in Table 3. 

(1) We also optimizing VAR to obtain optimum value for 

the order with differencing value is set to 1. 

(2) Finally, we compute the evaluation data from both 

SARIMAX and VAR with MSE, MAE and RMSE. 
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Figure 5. Pearson correlation value for dataset 

 

 
 

Figure 6. Adfuller test result 

 

 

4. RESULTS AND DISCUSSIONS  

 

The optimal results for SARIMX can be seen in Tables 4 

and 5 as follows: 

 

Table 4. SARIMAX model parameter 

 
Model Number 𝒅 𝑫 𝒑 𝒒 𝑷 𝑸 

1 0 0 0 0 2 2 

2 0 1 0 0 2 2 

3 1 0 2 3 2 2 

4 1 1 2 3 2 2 

 

The Table 2 contains information about the parameters used 

and put into model. Thus, the model Number is used as 

reference to Table 3 as follows: 

 

Table 5. SARIMAX measurement results 

 
Model Number AIC MSE MAE RMSE 

1 1106.74 73.582 7.344 8.578 

2 1069.31 82.866 7.717 9.103 

3 1102.41 75.711 7.481 8.701 

4 1070.11 80.393 7.513 8.966 

 

From Table 5 above, we chose the lowest AIC (1069.31) 

model number 2 where the d is 0, D is 1, p is 0, q is 0, P is 2, 

and Q is 2. Another lowest AIC is model number 4 (1070.11 

and obtain better AIC, MSE, MAE and RMSE than before) 

where d is 1, D is 1, p is 2, q is 3, P is 2 and Q is 2. Although 

both is not gaining better measurement (MSE, MAE or RMSE) 

with other model, our primary goal is to understand the 

underlying patterns in the data, which AIC might be a more 

appropriate metric. 

Thus, rather chose the lowest AIC, we took equilibrium 

(two lowest value and compare the MSE, MAE, RMSE), we 

can conclude that our dataset with (d=1, D=1, p=2, q=3, P=2, 

Q=2) needs differencing (d) and seasonal differencing (D) to 

become stationary (d), it needs 2 past observations (p), size of 

the moving average window is set to 2 which signifies the 

number of lagged forecast errors in the prediction equation (q), 

seasonal lag order is set to 2 (P), and size of the seasonal 

moving average window is set to 2. 

For VAR, the VAR order can be seen as follows: 

 

Table 6. VAR order selection (*highlights the minimum) 

 
 AIC BIC FPE HQIC 

0 6.954 7.020 1047 6.981 

1 6.507 6.770* 669.7 6.614 

2 6.340 6.801 566.8 6.527 

3 6.357 7.016 577.1 6.625 

4 6.298 7.154 544.8 6.646 

5 6.106 7.160 450.3 6.534 

6 5.852 7.103 350.2 6.361* 

7 5.870 7.318 357.5 6.458 

8 5.844* 7.490 350.1* 6.513 

9 5.863 7.706 358.8 6.612 

10 5.960 8.001 398.3 6.789 

 

From Table 6 above, the lag number value for AIC, BIC 

FPE and HQIC is different. Thus, here we want to know, 

which order is better for our case (the sales qty is taken for best 

measurement). 
 

Table 7. VAR measurement results 
 

Order AIC MSE MAE RMSE 

8 (regarding AIC and 

PFE) 

2028.83 584.23 21.96 24.17 

2 (regarding BIC) 2093.93 548.20 21.93 23.41 

6 (regarding HQIC) 2030.47 571.13 22.06 23.89 

 

Thus, from Table 7 above, we can conclude that the lag 

order chosen is 8 due to lowest AIC.  
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Finally, we compare SARIMAX with VAR to obtain the 

conclusion which one is better and presented in Table 8. 

 

Table 8. Comparison measurement results 

 
Model AIC MSE MAE RMSE 

SARIMAX (d=1, 

D=1, p=2, q=3, P=2, 

Q=2) 

1070.11 80.393 7.513 8.966 

VAR (order 8)  2028.835 584.233 21.966 24.171 

 

From Table 8, we can conclude that SARIMAX is suitable 

for demand prediction regarding temp avg and humidity avg 

due to have lowest value in all measurements. 

 

 

5. CONCLUSION 

 

Daily Sales quantity and daily weather data (temp avg and 

humidity avg) can be used together with SARIMAX (d=1, 

D=1, p=2, q=3, P=2, Q=2, s=7) for Demand prediction with 

AIC 1070.11, MSE 80.393, MAE 7.513 and RMSE 8.966 

rather than VAR (order 8) with AIC 2028.835, MSE 584.233, 

MAE 21.966 and RMSE 24.171.  

As we know that the correlation between weather and sales 

have weak correlations, but with growing data, the weather 

data can be used for features as exogenous in SARIMAX 

algorithm.  

In next research, we will observe the other features to obtain 

more optimum AIC, such as inflation, daily oil prices, etc and 

high spikes in holiday season. 
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