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As one of the most prevalent and lethal diseases afflicting women today, breast cancer 

detection remains a pivotal area of focus. Although mammogram images, exploited in 

Computer-Aided Design (CAD) systems, provide an early detection avenue, their reliability 

for accurate recognition of tumor density types and sizes, particularly in type C and D 

breasts, is questionable. To address this challenge, a novel approach for tumor identification, 

categorization, and size estimation in various breast types is put forth in this study. In the 

proposed model, features are extracted from a mammographic image analysis dataset using 

a pre-trained Convolutional Neural Network (CNN) architecture for left-right comparison, 

followed by the deployment of ResNet152V2 for distinguishing between the four 

mammogram types (A, B, C, and D). Subsequently, normal, and abnormal breasts are 

differentiated within the mammogram images. The final step employs a Mask Region-Based 

Convolutional Neural Network (Mask R-CNN) to discern malignant from benign tumors 

and to estimate tumor size. The experimental outcomes demonstrate an impressive 100% 

overall accuracy in type comparison using ResNet152V2, thereby substantiating its viability 

as a model for mammogram type detection and classification. This study thus provides a 

compelling argument for the application of ResNet152V2 in the context of breast cancer 

detection and diagnosis. 
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1. INTRODUCTION

Cancer, due to its late discovery, is regarded as one of the 

most genetically destructive and life-threatening diseases 

known today. The diagnosis can be determined by examining 

the patient's medical records, observing the signs and 

symptoms exhibited, or through advanced imaging techniques. 

Among these, imaging has been recognized as the most precise 

method for accurate diagnosis. Machine learning plays a 

crucial role in this process, presenting vital information to 

medical professionals, thereby enabling them to draw 

informed conclusions [1]. 

Mammograms are specialized x-rays used for examining 

breast tissue. They are performed using a device equipped with 

two plates that are specifically designed for this purpose. This 

device differs from standard x-ray machines as it utilizes lower 

levels of radiation. Mammography has the potential to 

facilitate the early detection of breast cancer, often before any 

symptom indicative of the disease is identified by medical 

professionals. This allows for the diagnosis of breast cancer in 

its earliest, and most treatable, stages. X-ray tests are 

instrumental in medical treatment procedures [2]. 

Cancer is characterized by the abnormal proliferation of 

cells within the body, with the potential to metastasize 

throughout. Often referred to as malignancy, over a hundred 

types of cancer have been identified, including notably breast 

cancer. Symptoms of cancer are diverse and largely depend on 

the specific type of cancer, leading to significant challenges in 

detection and diagnosis. This issue has impeded early 

treatment, which is critical for patient survival. Cancer 

treatment typically involves surgery, radiation, and 

chemotherapy [3]. 

The limitations of mammography have led to the adoption 

of Computer-Aided Detection (CAD) in the field. This 

technology assists radiologists in interpreting images more 

accurately by providing a reliable, computerized second 

opinion, which mitigates the risk of human error. The 

effectiveness and reliability of CAD led to its approval by the 

US Food and Drug Administration in 1998. It is now widely 

utilized in medical institutions and treatment centers globally. 

Current studies are investigating the effectiveness of using 

CAD for breast cancer image screening and evaluating its 

impact on radiologist performance [4]. 

Radiologists have significantly benefited from the 

integration of computer technology in their diagnostic 

procedures, enhancing the accuracy of patient diagnoses. The 

approval of computer programs for use in the medical field has 

notably improved radiologists' capacity to conduct diagnostic 

screenings, particularly in identifying anomalies in the breasts 

of female patients. This computer-assisted approach, known as 

Computer-Aided Detection (CAD), utilizes specialized 

software that can detect abnormalities within the body and 

assist radiologists in interpreting images, thereby reducing the 

likelihood of false-negative results that could potentially 

jeopardize patient health [5]. 

CAD has proven invaluable in the medical field by 
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facilitating early detection of breast cancer and reducing 

instances of oversight by radiologists. Moreover, it alleviates 

the workload of radiologists compared to relying on human 

observers for second opinions in disease detection. This 

technology has ushered in efficient, reliable, and carefully 

monitored work systems. Algorithms developed for CAD 

identify features that are of interest to radiologists. For 

instance, in breast cancer screening, CAD algorithms are 

designed to detect speculated and non-speculated masses, 

microcalcifications, and distortions. The CAD system 

typically identifies features corresponding to the algorithm, 

after which the radiologist interprets the results to guide 

patient examinations. Occasionally, false CAD marks may 

occur, in which case the radiologist can address the issue either 

by issuing a false interpretive negative report or by conducting 

further evaluations. CAD algorithms utilize digitized data and 

analyze images in a digital format [6]. 

However, the method is not without its drawbacks. It can be 

time-consuming for radiologists to interpret the images 

accurately, and complex physical features leading to tissue 

overlap in x-ray projections can affect the images analyzed. 

The accuracy of mammography is contingent on various 

factors, including breast density, the radiologist's knowledge 

and expertise, and the structure of the breast. It is noteworthy 

that 70% of missed breast cancer detections in second readings 

are a result of inadequate interpretation of results, while 30% 

are due to overlooked lesions [7]. 

The overarching goal of this research is to bolster the early 

detection and diagnosis of breast cancer through 

mammogram-based strategies. Early screening, classification, 

and segmentation of breast cancer can substantially contribute 

to the broader application of Computer-Aided Detection 

(CAD). Utilizing deep learning in the primary detection and 

classification of breast cancer stands as a potent weapon in the 

fight against this disease [8]. 

Three of the most frequently employed methods for 

diagnosing and distinguishing breast cancer patients are MRI, 

CT scans, and mammography, among various other available 

techniques. A key limitation of existing CAD systems lies in 

their lengthy detection times, which restrict their application 

in real-world hospital or laboratory settings. Despite achieving 

real-time detection, some CADs compromise on accuracy [9]. 

In contrast, the Convolutional Neural Network (CNN) has 

demonstrated its superior capacity to deliver a notable 

improvement in the results obtained, when compared to other 

traditional methods [10]. 

The remarkable advancements in deep learning models 

have supplanted the process of manual feature creation. 

Instead, a deep learning-based model automatically learns and 

identifies essential features that are most relevant to our case, 

enabling the detection of necessary tumors [11]. An additional 

advantage of deep learning models over traditional ones is 

their ability to learn at multiple levels of representation. 

Consequently, deep models can learn a broad spectrum of data 

representations, beginning with raw data and progressing 

through higher levels of abstraction to achieve an optimal 

representation, thereby completing the learning process [12, 

13]. 

The proposed system is composed of three methods. First, 

our system utilizes the Convolutional Neural Network (CNN) 

method for right and left mammograms after appropriately 

resizing and reshaping them to detect masses. The second 

method examines the varying types of image density in the 

mammography dataset and determines the dissimilarity 

between normal and malignant breast cancer using 

ResNet152V2. The third method encompasses differentiating 

between several abnormal mammogram types and deploying 

a comprehensive detection and categorization model based on 

Mask R-CNN to identify both benign and malignant tumors, 

as well as to pinpoint the size of the tumor region. 

A significant advantage of using Mask R-CNN in this study 

is its ability to execute precise tumor detection and instance 

segmentation concurrently. This feature is particularly 

beneficial in the given context where delineating the exact 

boundaries of tumors within an image is vital for diagnosis and 

treatment planning. By predicting segmentation masks along 

with object bounding boxes, Mask R-CNN can provide more 

granular information about the location and extent of tumors 

in an image. 

This research distinguishes itself from previous studies 

through the following notable contributions: 

• Utilization of Deep Learning to facilitate the 

automatic diagnosis of breast cancer. 

• Modification of the pre-trained network classifier 

using CNN, such as Inception ResNet152V2, to 

enhance classification performance. 

• Employment of various metrics, including accuracy, 

sensitivity, specificity, precision, and AUC, while 

experimenting with large datasets of improved 

mammography images on the Python platform. 

• Resolution of the overfitting issue through Dropout. 

• Enhancement of the proposed Mask R-CNN, leading 

to improved detection and classification outcomes. 

The paper is structured as follows: Initially, related research 

concerning the developed CADs responsible for classifying 

and detecting breast cancer is presented. This is followed by 

an introduction to the specifics of the targeted 2-path detection 

of abnormal tumors in the breast and the mass categorization 

phase, and a detailed overview of the proposed approach 

architecture. Lastly, we present all the experiments conducted 

to validate the effectiveness of the proposed approach and to 

compare it with other recent advancements in the field of 

breast cancer localization. 

 

 

2. RELATED WORK 

 

Table 1. Compared to previous research that used 

mammography images to diagnose breast cancer 

 
Paper Title Datasets Algorithms Results 

A Deep Learning Framework 

to classify Breast Density with 

Noisy Labels Regularization 

[14] 

DDM-

Spain 

Confusion 

Matrix-CNN 

model 

85% 

Fully automated breast density 

segmentation and classification 

using deep learning [15] 

INbreast 

dataset 
(GAN, CNN) 98.7% 

Combining VGG16, Mask R-

CNN, and Inception V3 to 

identify the benign and 

malignant of breast 

microcalcification clusters [16] 

DICOM 

data 

VGG16, 

Mask R-CNN 

93.3%, 

95.5% 

Detection and classification the 

breast tumors using Mask R-

CNN on sonograms [17] 

ultrasound Mask R-CNN 85% 

Classification and 

Segmentation of Breast Tumor 

Using Mask R-CNN on 

Mammograms [18] 

CBIS-

DDSM 
Mask R-CNN 85% 
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One of the most popular diseases among women is breast 

cancer. For the doctor to diagnose breast cancer, patients 

typically need to undergo mammography screening and MRI 

breast cancer imaging. 

Numerous individuals are using deep learning in their 

papers for segmentation or classification due to the 

advancement of deep learning techniques in many domains. 

As a result, deep learning technology is used in this paper to 

find clusters of malignant and benign in the mammography 

images. It is thought that it will assist doctors in diagnosing 

patients more quickly, providing them with the most effective 

course of treatment. Table 1 lists some literature reviews about 

this technique. 

 

 

3. DATASET  

 

The techniques of the types of mammography include film-

screen mammography and digital mammography. Digital 

mammography is also referred to as full-field digital 

mammography (FFDM). They are different though they use 

the same techniques, as the film screen mammography images 

are in form of photographic films while in digital 

mammography, digital files are recorded in a computer show 

Figure 1 and have been worked on type digital mammography 

in this research [19]. Two images are included for each patient 

in the dataset, which has 510 images from 255 patients, 133 of 

whom have cancer and 117 of whom just have lumps. They 

have gathered breast cancer image from Erbil hospital (Zheen) 

and range in age from 25 to 70, this hospital contains special 

part for breast cancer test using mammography images and 

regularly visited by the patients. Based on our permission 

given from the hospital and cooperation from Dr. And Dr the 

dataset has been constructed. The (RadiAnt DICOM Viewer) 

application, a medical program utilized in all hospitals, has 

scaled the data in all datasets. Each image is 512 by 512 pixels 

in size and color image, which is thought to be the ideal size 

for displaying cancer images based on other rates that have 

been researched. 

 

 
 

Figure 1. Digital mammography with screen-film 

mammography 

 

The project was to compare breast density divided into four 

categories. The mammograms were classified into four 

categories by two experienced radiologists presented from 

lowest to highest amounts of fibro glandular tissue 

composition. Category A: Almost entirely fatty (least amount 

of fibro glandular tissue) about 10% of women are like this. 

Category B: Scattered fibro glandular tissue about 40% of 

women are like this. Category C: Heterogeneously dense about 

40% of women are like this. Category D: Extremely dense 

(most amounts of fibro glandular tissue) about 10% of women 

are like this shown in Table 2. In types, C and D the doctor has 

a problem for to specify the location of the tumors because of 

the highest density in this image. In this case, the patient 

should take an MRI image because they compared clinical 

breast examination, mammography, US, and MRI have found 

that MRI is the most accurate method for detecting tumor 

response and a residual tumor, with a sensitivity of 86-92%, 

specificity of 60-86%, and accuracy of 90%. 

 

Table 2. Breast density types and density percentage is 

percentage-based, where each category comprises a range of 

percentages 

 
Breast Types Density Percentage Breast Density 

Type A 

(fatty breast) 
<25% 10% 

Type B 

(Scattered fibro glandular) 
<50% 40% 

Type C 

(Heterogeneously dense) 
>50% 40% 

Type D 

(Extremely dense) 
>75% 10 

 

 

4. DEEP LEARNING MODELS 

 

Deep learning has been extensively used in image analysis 

for several clinical applications. However, most studies [19, 

20] are focused on disease detection and diagnosis by 

analyzing images acquired at a one-time point during patient 

care [21]. 

Lately, many promising deep-learning computer vision 

models-particularly Convolutional Neural Networks (CNN), 

transfer learning techniques, and deep learning-based object 

detection models-showed notable increases in the performance 

of CAD systems. For CAD systems, several algorithms based 

on deep learning models have been suggested. DL introduced 

a CAD tool for mass detection, segmentation, and 

classification of mammographic images with minimal user 

intervention [22, 23]. 

 

4.1 Convolutional neural network (CNN) 

 

The CNN learning approach effectively trains several layers 

[24]. This technique is effective and frequently applied in 

various computer vision applications. The convolutional layer, 

the pooling layer, and the fully connected layer are the three 

main layers that make up the CNN network. Each layer 

completes a variety of duties [25]. Multiple 2D matrices are 

taken into consideration for the convolutional layer's input and 

output while classifying images. The use of an equal number 

of input and output matrices is not constrained. To extract the 

input image's regional attributes, local feature extraction is 

used [26, 27]. The main objective of the learning technique 

here is to achieve a few kernel matrices in this work, the first 

inception of the Convolutional Neural Network is the type of 

deep learning technique. After resizing and reshaping the 

image it means the action of preprocessing has been proposed 

CNN is modelled to separate the right and left breast cancer 

images. This process is performed with various layers of the 

convolution approach to make a simple new model for CNN it 

was composed of six layers and it has a high accuracy of 

99.3% shown in Figure 2. 
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Figure 2. Convolutional neural network architecture one layer 

 

 
 

Figure 3. ResNet152V2 architecture 

 

4.2 ResNet152V2 

 

 
 

Figure 4. Breast density samples are four types 

 

 
 

Figure 5. Comparison between normal and abnormal and the 

type of breast 

ResNet152V2 is a deep CNN architecture that was just 

introduced. Architecture has recently experienced widespread 

success in medical imaging applications [28]. ResNet 

bypasses a few convolution levels at once by using residual 

blocks with skip connections between layers. This architecture 

has been found effective for providing a compact 

representation of input images and improving the 

classification task performance because it hastened the 

convergence of a greater number of deep layers. The ResNet 

features a few standard architectures that denote the number of 

deep layers, such as ResNet-50, ResNet-101, and ResNet-152. 

As an alternative, ResNet architecture offered a better 

ResNetV2 in which the final ReLU was eliminated to open the 

shortcut path utilizing a straightforward identity connection 

[29, 30]. In this work, the method used was ResNet152V2 

architectures for comparison between four types of density (A, 

B, C, and D) of mammograms according to the density seen in 

mammography and detection between normal and abnormal 

shown in Figures 3, 4, and 5. 

 

4.3 Mask R-CNN 

 

Since the Mask R-CNN is an expansion and improvement 

over the Faster R-CNN, it is the most advanced neural network 

and is utilized mostly for instance segmentation. Mask R-CNN 

is typically used for some form of object detection, but as it 

can be generalized over a variety of datasets, as indicated in 
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their initial research, it is also an ideal choice for the majority 

of medical image analysis-based research [31]. Faster R-CNN 

was once used for drawing bounding boxes and also 

categorizing the input image, Mask R-CNN is an expanded 

version of Faster R-CNN [32] with the advent of Mask R-CNN, 

which takes the complete architecture of a Faster R-CNN and 

adds another branch concurrently with the current branch used 

for object mask prediction [33]. Mask R-CNN may be applied 

to a large number of other datasets and is simple to train. One 

technique for object recognition and segmentation is Mask R-

CNN. It can construct a bounding box for the target object as 

well as further mark and categorize whether the pixels in the 

bounding box belong to the object or not, allowing for the 

identification of the object, marking of the object's boundary, 

and detection of critical spots [34]. To identify various things 

in an image and create a bounding box that separates 

malignant from benign ones, this study uses Mask R-CNN for 

object detection shown in Figure 6. The area of the 

mammography where the malignant tumor is concentrated is 

referred to as an ROI in this context. After determining the 

tumor’s size, the Radiant program must be used to determine 

the sizes shown in Figure 7. The ROI (region of interest) for 

each mammography is specific to the mammogram shown in 

Figure 8. 
 

 
 

Figure 6. Mask R-CNN architecture 
 

 

 
 

Figure 7. Example breast cancer detection using Mask R-

CNN 
 

  
(a) (b) 

 

Figure 8. Example of applying mammogram (a) breast 

mammogram image; (b) the Mask R-CNN in the dataset is 

used to find the (region of interest) 

5. PROPOSED METHODOLOGY 

 

The early identification of breast cancer has made it possible 

to treat it when it is still in its early stages. A commercial 

computer-aided detection (CAD) system was examined in 

breast cancer research using an independent, multicenter 

dataset, and the results showed that the system detects a higher 

proportion of breast tumors that present as masses [35]. In the 

past, detection, classification, and segmentation have all been 

applied to mammograms, MRIs, and other cancer screening 

methods like those mentioned above. To produce results that 

were equivalent to or even better than those of the past while 

giving us a competitive advantage, it was important to create 

a creative strategy that was both more effective and time-

saving [36]. The main goal of this study is to create a model 

that can effectively detect tumors between normal, malignant, 

and benign and also classify types of the breast from 

mammograms image. The proposed architecture is composed 

of three main phases. In the beginning, collected the dataset as 

mentioned above, and then the dataset was passed into three 

sections. 
 

5.1 Data augmentation algorithm (DAA) 
 

Large datasets are preferable for DL models when they are 

applied. When training with very little data, overfitting can be 

avoided by using one of the most common techniques for 

expanding the dataset: data augmentation. In this work, a set 

of transformations can be used to add to the training data. DAA 

is used to enhance the amount of input data. transformed 

vertically. An input image will result in two images in this 
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manner the intricate data augmentation algorithm is shown in 

Table 3. 
 

Table 3. Data augmentation algorithm 

 
Algorithm 

import os 

import cv2 

import NumPy as np 

DIR=os.listdir(dir) 

Print (DIR) 

directory="./Desktop/flip" 

for img in DIR: 

path image=os. path.join(dir, img) 

print (path image) 

image=cv2.imread (path image) 

# image=cv2.cvtColor (image, cv2.COLOR_BGR2GRAY) 

image=cv2.flip (image, 1) 

os.chdir (directory) 

cv2.imwrite("flip-"+img, image) 

 

5.2 Data resizing 

 

Redundancy in the input data must be removed at this step 

because it just increases the computational complexity of the 

network without significantly enhancing the outcome. This is 

made possible with the aid of Python/keras preprocessing 

library. After experimenting with several image dimensions, 

we've settled on an image dimension of 512 by 512, which 

reduces the size of the image dimensions by 48×48. keeping 

image readability while utilizing computational complexity 

effectively. 

 

5.3 Data reshaping 

 

 
 

Figure 9. The detailed proposed model for mammograms 

This stage is used to customize the input layer of ResNet-

152V2 to accommodate the input shape for our preprocessed 

dataset (ImgWidth=48, ImgHeight=48, NoChannels=1). This 

is achieved with the help of Python/keras preprocessing library. 

The three main phases of the model start after the finished 

dataset. The first stage is using CNN to compare right 

mammography and left mammography. The second stage uses 

ResNet-152V2 for different types (A, B, C, and D) of breast 

mammography images and the difference between normal and 

abnormal. The third and final is using Mask R-CNN for 

classification between normal, malignant, and benign, and also 

been working on extracting the size of the area of the tumor. 

Every 790 pixels of an image is equal to 1 cm as radiology 

doctors used to find the area size by using (Radiant DICOM 

Viewer) program on the base of every 790 pixels of the image 

is equal to 1cm as has been mentioned, then used Mask R-

CNN to detect ROI and size the area of tumor of it for each 

image ss illustrated in Eq. (1) shows the flowchart of our 

proposed system is in Figure 9. 

 

𝐴𝑟𝑒𝑎 𝑡𝑢𝑚𝑜𝑟 =
𝑎𝑟𝑒𝑎 𝑀𝑎𝑠𝑘

790 𝑝𝑖𝑥𝑒𝑙
  (1) 

 

 

6. EXPERIMENTAL WORK 

 

These work experiments were run on python. Python best 

programming language for deep learning, data science, and 

machine learning, and used anaconda is a distribution of the 

Python and R programming languages for scientific 

computing. Tensor flow version=1.15.0, is a free and open-

source software library for machine learning. It can be used 

across a range of tasks but has a particular focus on training 

and inference of deep neural networks. Keras version=2.2.5, is 

an open-source software library that provides a Python 

interface for artificial neural networks. Keras acts as an 

interface for the TensorFlow library. OpenCV (Open Source 

Computer Vision Library) is a library of programming 

functions mainly aimed at real-time computer vision. 

PyCharm is an integrated development environment (IDE) 

used in computer programming, specifically for the Python 

language Table 4 shows the hyperparameters for the 

TensorFlow-based Mask R-CNN framework. 

 

Table 4. Tensor flow-based Mask R-CNN 

 
BATCH_SIZE 1 

DETECTION_MAX_INSTANCES 100 

DETECTION_MIN_CONFIDENCE 0.9 

GPU_COUNT 1 

IMAGES_PER_GPU 2 

LEARNING_RATE 0.001 

NUM_CLASSES 3 

STEPS_PER_EPOCH 100 

WEIGHT_DECAY 0.0001 

VALIDATION_STEPS 50 

USE_MINI_MASK True 

 

 

7. EXPERIMENTAL SETUP 

 

Python 3 and a GPU were used to execute the experiments 

in this paper. The Keras package was used to implement the 

improved Mask R-CNN. The data set was split into three 

sections: an 80% training set for model optimization results, a 
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10%, testing data set (unseen data) for model assessment and 

recording testing results, and a 10% validation dataset for 

model optimization. First, Using the mammography images 

and fine positioning images that the doctor provided, has been 

will learn the clusters of calcification points, separate clusters 

and non-clusters, and train the CNN model. Then submit the 

breast image classification results to the right and left 

professional doctors, who will manually mark the clusters 

before the system uses the ResNet152V2 model to extract the 

features of the clusters. difference between the types of breast 

density and normal or abnormal mammography images, the 

backdrop outside the breast must then be removed. Finally, the 

model is used to Mask R-CNN to classify the benign or 

malignant clusters and find tumors size. They have been 

adapted to some parameters of the optimized Mask R-CNN for 

each experimental batch size=1 and epochs=50. The results 

and the testing of each experiment will be discussed in detail. 
 

 

8. RESULT AND DISCUSSION 
 

In this work, first, features have been selected from the 

dataset has been collected in the hospital. After that, three 

feature-selection algorithms namely, CNN, ResNet152V2, 

and Mask R-CNN. In general, the system consists of three 

models for breast mammogram images. A convolutional 

neural network cluster calcification is shown in Table 5, that 

CNN has a 0.98 per cent accuracy rate for right and left, and 

Table 6 shows the Breast density type classification 

performance using the ResNet152V2 algorithm with a 0.98% 

per cent accuracy rate. Then, Table 7 follows depicts the breast 

cancer detection performance of Mask R-CNN has a 0.97% 

per cent accuracy rate. The accuracy, specificity, and 

sensitivity of our suggested approaches are also around 0.98%, 

0.99%, and 97%, respectively. Figure 10 depicts the FPR and 

TPR outcome obtained using the CNN detector on the test 

dataset. Figures 11 and 12 show that the ResNet152V2 

classifier is on the test dataset. This demonstrates the validity 

of our study. As illustrated in Eq. (2) to Eq. (6), the models are 

evaluated using four methods: accuracy (AC), precision (PR), 

sensitivity (SE), and F-Score (FS), specificity (SP), where TP 

indicates true positive, TN indicates true negative, FP 

indicates false positive, and FN indicates false negative. 

 
 
 

Figure 10. Mean receiver operating characteristic (ROC) 

analysis results on the entire data set, including comparisons 

between right and left breast by using CNN, roc curve of 

class left=0.979 and roc curve of class right=0.979 and area 

under the curve (AUC)=0.979 the total training time was 

2.26 second 

 

SE =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (2) 

 

PR =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (3) 

 

SP =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (4) 

 

F − Score =
2×𝑃𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛×𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
  (5) 

 

AC =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (6) 

 
 

Table 5. Breast cancer classification performance of CNN for right and left 
 

Method Sensitivity Precision Specificity F-Score Accuracy 

Right 0.983 0.974 0.973 0.973 0.985 

Left 0.973 0.986 0.983 0.976 0.973 
 

Table 6. Breast density type classification performance ResNet152V2 
 

Method Sensitivity Precision Specificity F-Score Accuracy 

Type A 
Abnormal 0.963 1.000 1.000 0.981 0.981 

Normal 1.000 1.000 1.000 1.000 1.000 

Type B 
Abnormal 0.885 1.000 0.85 0.939 0.939 

Normal 1.000 0.893 0.96 0.943 0.943 

Type C 
Abnormal 1.000 0.840 0.96 0.913 0.913 

Normal 1.000 0.960 0.97 0.980 0.980 

Type D 
Abnormal 1.000 1.000 1.000 1.000 1.000 

Normal 1.000 0.957 0.96 0.978 0.978 
 

Table 7. Breast cancer classification performance of Mask R-CNN 
 

Mask R-CNN Sensitivity Precision Specificity F-Score Accuracy 

Malignant 0.966 0.987 0.964 0.976 0.965 

Benign 0.964 0.920 0.966 0.941 0.965 
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Figure 11. Area under the curve (area=1.000) by using 

ResNet152V2 

 

 
 

Figure 12. Mean receiver operating characteristic (ROC) 

analysis results on the entire data set, including the types of 

breasts and distinguishing between normal and abnormal on a 

mammogram image. ROC curve of class type A (normal and 

abnormal)=1.000, type B (normal and abnormal)=0.999, type 

C (normal and abnormal)=0.998, type D (normal and 

abnormal)=1.000 the total training time was 0.01 second 

 

Figures 13 and 14 depict the Precision-Recall outcome 

obtained from the use of the mask RCNN detector on the test 

dataset. The Mask RCNN model has demonstrated exceptional 

performance in accurately detecting and classifying various 

types and sizes of breast cancer tumors. The precision 

confidence of the model exceeded 96%, as depicted in the 

figures presented. 

Figure 15 shows the plot for the accuracy metric comparing 

the training accuracy and testing accuracy results attained 

during the training procedure. The figure shows that both 

accuracy curves are rising steadily as training progresses with 

a higher ceiling level for training accuracy, which for 

ResNet152V2 was only reached after 40 epochs. After 70 

epochs, an average testing accuracy of 97.5% of the total 

testing accuracy was recorded, with the train and validation 

accuracy levels varying between 98% and 99.8%. 

Additionally, Figure 16 shows the accuracy of CNN as 

determined during the training and validation procedure. Both 

accuracy curves are rising progressively as training progresses 

with a higher ceiling level for training accuracy, which for 

CNN was only reached after 10 epochs. After 100 epochs, the 

average testing accuracy was 99% of the total testing accuracy 

while the train and validation accuracy level fluctuated 

between 98% and 99.8%. Table 8 shows the distribution of 

each type of breast image in the training, validation, and test 

sets. The total of 414 images in the training set, 43 images in 

the validation set, and 43 images in the test set. 

 

 
 

Figure 13. The precision-recall curve of Mask R-CNN at 

learning rate=0.969 in the training set the total training time 

was 5.54 seconds 

 

 
 

Figure 14. Area under the curve (area=0.965) by  

using Mask R-CNN 

 

 
 

Figure 15. Training/validation accuracies vs. number 

of epochs (ResNet152V2) 
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Figure 16. Training/validation accuracies vs. number 

of epochs (CNN) 

 

 
 

Figure 17. Examples, breast density type to cancer area 

detection based on the algorithms 

 

Table 8. Distribution of each type of breast image in training, 

validation and test set 

 
 Type A Type B Type C Type D 

Training 120 100 111 83 

Validation 10 10 11 12 

Test 10 10 11 12 

 

Figure 17 shows that in the given dataset, each row 

corresponds to a specific density category, while each column 

represents the resulting image output using a particular 

preprocessing technique. The initial column depicted the 

original images, while the second and third columns depicted 

the images subsequent to the application of adjustments to the 

region of interest (ROI) and density type, as well as the tumor 

image, through the utilization of Mask R-CNN. 

8.1 Comparative performance analysis 

 

Table 9. Phase-comparison between the suggested approach 

with other previously released breast mass detection and 

categorization approaches 

 

Authors Methodology Dataset 
Proposed 

Method 
Accuracy 

Raza et 

al. [18] 
Mask R-CNN DICOM data 

cancerous 

tumors for 

classification 

and 

segmentation 

85% 

Hsieh et 

al. [16] 

VGG 16, 

Mask R-CNN, 

Inception V3 

DICOM data 

Tumor 

classification 

and 

segmentation 

87%, 

89% and 

90% 

Chiao et 

al. [17] 
Mask R-CNN 

Collected the 

primary 

ultrasound 

images with 

biopsy 

histological 

and 

diagnostic 

reports from 

China 

The method 

provides a 

comprehensive 

and noninvasive 

way to detect 

and classify 

breast lesions. 

85% 

Soltani 

et al. 

[37] 

Mask R-CNN 
INbreast 

dataset 

automatic 

breast mass 

segmentation 

method based 

on the Mask R-

CNN model of 

deep learning 

using detection 

2 

95.8% 

Our 

proposed 

CNN, 

ResNet152V2, 

Mask R-CNN 

Collected the 

primary 

mammogram 

images 

diagnostic 

report from 

Erbil 

breast cancer 

detection, 

classification, 

segmentation, 

size of the 

tumor, and 

types of breast 

99.3% 

100% and 

98% 

 

Table 10. Accuracy of different breast density types 

classifications in terms of their best results 

 

Authors Model 
No. of 

Image 
No. of Density Accuracy 

Mohamed et al. 

[38] 

Deep 

Learning 
925 

BI-RADS II 

and BI-RADS 

III 

94% 

Dubrovina et al. 

[39] 

Deep 

Learning 
40 4 Classes 80% 

Gandomkar et al. 

[40] 

Deep 

Learning 
3813 

Dense and 

Fatty 
92% 

Saffari et al. [15] 
Deep 

Learning 
410 4 Classes 98.75% 

Lopez-Almazan et 

al. [14] 

Deep 

Learning 
892 

BI-RADS 1 

and BI-RADS 

4 

85% 

Our proposed 

ResNet152V2 

Deep 

Learning 
510 

Breast Type 

(A, B, C, and 

D) 

100% 

 

Comparison of results of breast cancer mammogram 

detection algorithms based on a collected dataset in Erbil 

hospital. With the help of radiologists, doctor data is utilized 

in the research and has high accuracy where all the medical 
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image data is on the selected subjects. Breast cancer could be 

seen in every mammogram, but the locations, kinds, and forms 

of the lesions vary. All samples were split into training sets, 

test sets, and validation sets at random. Comparison of the 

models based on the algorithms employed and the utilized 

Mask R-CNN. Table 9 presents the findings for comparison 

with those of the other studies. 

The proposed work's routine has been compared to the 

investigation's current condition, and Table 10 compares the 

planned work to earlier studies that have been published. 

Based on the use of several methods in the DL model, 

comparison of breast type density, the overall number of cases 

taken into consideration for the experiment, accuracy, and 

coefficient, a comparative study has been carried out. 

 

 

9. CONCLUSIONS 

 

This paper presented a comprehensive methodology for the 

optimal diagnosis of breast cancer by mammography. The 

methodology of this research goes through three stages as 

described above the first stage used CNN to comparative 

between right and left breasts the result showed 99.3% after 

that the second stage used ResNet152V2 for the difference 

between types of breasts have four types and compare between 

normal and abnormal breast cancer the result showed 100% 

finally, the third stage is if the breast cancer was abnormal it 

goes the Mask R-CNN for comparing between malignant and 

benign the result was 98%. Another work used Mask R-CNN 

for the area of tumor size. 

In the opinion of these two radiology doctors who have seen 

the model, they have checked they support that is better than 

others. 

This algorithm can be improved further to offer a far more 

sophisticated solution for locating and eliminating cancer cells 

in the detected area by making a few additional developments 

as technology advances in the future, and can be implemented 

for another cases of cancer like lung cancer. 
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