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Alzheimer's disease, a debilitating neurological disorder, precipitates irreversible cognitive 

decline and memory loss, predominantly affecting individuals aged 65 years and above. The 

need for an automated system capable of accurately diagnosing and stratifying Alzheimer's 

disease into distinct stages is paramount for early intervention and management. However, 

existing deep learning methodologies are often hampered by protracted training times. In 

this study, a time-efficient approach incorporating a two-phase transfer learning technique 

is proposed to surmount this challenge. This method is particularly efficacious in the 

analysis of Magnetic Resonance Imaging (MRI) data for the identification of Alzheimer's 

disease. The proposed detection system employs two-phase transfer learning, augmented 

with fine-tuning for multi-class classification of brain MRI scans. This allows for the 

categorization of images into four distinct classes: Mild Dementia (MD), Moderate 

Dementia (MOD), Non-Dementia (ND), and Very Mild Dementia (VMD). The 

classification of Alzheimer's disease was conducted using various pre-trained deep learning 

models, including ResNet50V2, InceptionResNetV2, Xception, DenseNet121, VGG16, and 

MobileNetV2. Among the models tested, ResNet50V2 demonstrated superior performance, 

achieving a training classification accuracy of 99.35% and a testing accuracy of 99.25%. 

The results underscore the potential of the proposed method in delivering more accurate 

classifications than those obtained from extant models, thereby contributing to the early 

detection and stratification of Alzheimer's disease. 
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1. INTRODUCTION

Alzheimer's disease, a neurological disorder characterized 

by a gradual deterioration of memory, cognition, and basic 

task performance ability, predominantly afflicts individuals 

aged 65 and above. As the most prevalent cause of dementia 

in the nation, it currently ranks as the seventh leading cause of 

death [1]. The deterioration of brain tissues, culminating in 

neuronal death, precipitates memory loss and adversely 

impacts daily task performance, including reading, speaking, 

and writing. However, early diagnosis and intervention can 

enhance patients' quality of life [2-5]. 

The onset of symptoms is typically insidious, gradually 

exacerbating the patient's health condition over time. 

Predictive models project that by the year 2050, one in 85 

individuals will be diagnosed with Alzheimer's disease, 

signifying a substantial annual case increase [6-8]. 

Approximately 60–80% of diagnosed cases progress to 

advanced stages of the disease. 

The Global Deterioration Scale (GDS) is frequently 

employed for dementia assessment, while the Clinical 

Dementia Rating (CDR) scale aids in understanding and 

communication with dementia patients [9-11]. Characteristic 

brain changes in Alzheimer's disease include enlarged 

ventricles and a reduction in the size of the cerebral cortex and 

hippocampus. The latter, when reduced, impairs both spatial 

and episodic memory. The neuronal damage that results 

contributes to difficulties in planning, judgement, and short-

term memory. The ongoing cell degeneration further impairs 

synapses and neuronal terminals. 

Numerous investigations have focused on the categorization 

and early detection of Alzheimer's disease. Brain Magnetic 

Resonance Imaging (MRI) analysis is a common and effective 

method for disease identification. These MRI images are 

reviewed by medical professionals to detect the presence of 

abnormalities such as tumors, tissue changes, or degenerative 

conditions. The integration of deep learning and machine 

learning models with various medical imaging modalities, 

including mammography, ultrasound, and MRI, has been 

explored [12, 13]. These models have demonstrated significant 

results in disease classification and detection across various 

domains, including cardiovascular, pulmonary, neural, retinal, 

mammary, and skeletal diseases. 

In the present study, the utility of transfer learning is 

demonstrated in achieving accurate Alzheimer's disease 

diagnosis using two pre-trained base models. Existing 

diagnostic tests in neurology clinics are swift, cost-effective, 

and can identify Alzheimer's disease with accuracy exceeding 

95%. However, comprehensive testing in most hospitals and 

clinics only achieves a 70% accuracy rate. 

This study's focus is on the nucleus accumbens, an integral 

brain region involved in motivation processing. This region 

within the ventral striatum is often overlooked in Alzheimer's 

research, primarily examined in studies focusing on emotional 

and motivational processes. A deep learning network was 

employed in this study to classify and identify Alzheimer's 
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disease using an MRI dataset. 

The remainder of the paper is organized as follows: Section 

2 provides a literature review of previous works. Section 3 

discusses the dataset, proposed methods, and pre-trained 

models with two-phase Transfer Learning. Section 4 presents 

the results and accompanying discussion, including a 

comparison with different deep learning models. Figure 1 

depicted the various stages of MRI images. 

 

 
 

Figure 1. Examples of MRI images illustrating various 

stages of AD (1) Mild demented (2) Moderate demented (3) 

Non-demented (4) Very mild demented 

 

 

2. LITERATURE SURVEY 

 

In recent years AD detection has garnered increasing 

academic interest, suggesting ML and DL as common 

approaches for automatic detection. With reference to the 

same, the current study used the DL methodology for AD 

detection. Hence, the scope of this study is limited to DL 

approaches and DL models in the literature. 

El-Dahshan et al. [14] used a three-step hybrid approach 

including feature extraction, dimensionality reduction, and 

classification for developing a disease diagnosis. The first step 

was to acquire MRI-related data, then using the Principal 

Component Analysis (PCA) to reduce image features, and 

finally to create two different classifiers. One classifier was 

constructed using a feed-forward neural network, while other 

was constructed using the k-nearest neighbour technique. This 

classification had the benefit of being quick, simple, 

affordable, and non-invasive to operate. 

In their research, Ahmed et al. [15] used a patch-based 

classifier and a CNN-based model for Alzheimer's disease 

diagnosis. The results showed that the processing costs were 

reduced and disease identification was significantly improved. 

Using algorithms based on deep learning, they extracted 

features directly from the input after performing various 

operations on the data set. To enhance the ability to represent 

characteristics in MRI scans, these models were built on multi-

layered algorithms and hierarchical architectures. 
In research conducted by Hong et al. [13] LSTM (long 

short-term memory) recurrent neural networks were used for 

disease prediction. The cells, the post-fully linked layers, and 

the pre-fully connected layers were the three layers that were 

utilised in this method. The levels of this method primarily 

made use of time series data. They made remarks about the 

disease's outlook rather than describing the condition itself. 

Further, Islam et al. [16] used a deep convolutional network 

for disease detection, and they used the Inception-V4 network 

to train it. The input and output of these layers were handled 

using a number of filter concatenation methods in the 

Inception-A,B,C and Reduction-A,B modules. They were 

trained and tested using the Open-Access Imaging Studies 

(OASIS) dataset and improved their overall accuracy to 73.75 

percent. 

For diagnosing Alzheimer's disease using longitudinal 

structural MRI images, Zhang et al. [17] built a benchmark 

feature extraction technique for databases. 

A feature extraction algorithm based on significant inter-

subject variability was developed by Guerrero et al. [18] The 

regions of interest (ROI) for variable selection were identified 

with the help of a sparse regression model. Due to the binary 

classification, their proposed model only achieves an overall 

accuracy of 71%. 

Ahmed et al. [19] developed a model in which the texture 

was combined with a hybrid feature vector that considered the 

hippocampus's shape and cortical thickness. The authors 

classified the MRI scan feature vectors using the linear 

discriminant analysis (LDA) classification algorithm. The 

overall accuracy for the proposed method was 62.7%, and the 

dataset used to evaluate it was obtained from the Alzheimer's 

Disease Neuroimaging Initiative (ADNI). Previous research 

has demonstrated that adults with Alzheimer's disease have 

smaller brain volumes in the cortical and hippocampal regions 

as well as the nucleus accumbens. 

 

 

3. MATERIALS AND METHODS 

 

3.1 Data set description 

 

The ADNI Database was used by the researchers in this 

study. The MRI scans in this database were classified as mildly 

demented, non-demented, very mildly demented, and 

moderate demented [20-22]. All images were in the Portable 

Network Graphics (PNG) file type and had a resolution of 224 

× 224 pixels. Three channels with repeating RGB values built 

up the images, which were grayscale. The target dataset was 

obtained from an open ADNI Repository. This dataset 

contained MRI scans of people with Mild Demented, Non-

Demented, Very Mild Demented, and Moderate Demented. 

An image dataset that included images from different phases 

of AD was used to train the suggested model [23-26]. We 

trained the proposed model using an image dataset containing 

images from various stages of AD. In our dataset we have total 

20,926 MRI images and splited for training and testing like 

14,648 images for traing and 6278 images for testing in 

percentages 70% of data for training and 30% of data for 

testing. Table 1 displays the total number of input image 

samples for each class. 

 

Table 1. Split four classes of MRI image datasets for training 

and testing 

 
Train/Test Classification No. of 

Images 

Total Percentage 

(%) 

For 

Training 

non-Demented 3788  

 

 

14,648 

 

 

 

70% 

 very Mild-

Demented 

3700 

 mild-

Demented 

3600 

 moderate-

Demented 

3560 

   

For 

Testing 

non-Demented 1629  

 

 

6278 

 

 

 

30% 

 very Mild-

Demented 

1600 

 mild-

Demented 

1569 

 moderate-

Demented 

1480 

Total   20,926  
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3.2 Proposed methodology 

 

The pre-processing layer receives MRI scans from various 

sources. Thereafter the pre-processing layer alters the image's 

dimensions. This model recognises AD and categorise it into 

four classes. Figure 2 shows the number of images graphically. 

 

 
 

Figure 2. Graphical representation of Alzheimer’s datasets 

 

The proposed deep learning-based system model employed 

magnetic resonance imaging (MRI) data for early disease 

identification and categorization. It was divided into two 

layers: pre-processing and application. Training data, 

including MRI images, were acquired in raw format. Raw data 

were processed by a pre-processing layer that transformed the 

image to 224×224×3 dimensions. ResNet50V2, 

InceptionResNetV2, Xception, DenseNet121, VGG16, and 

MobileNetV2 pre-trained models were modified for transfer 

learning in the second layer, which is the Application layer. In 

the proposed study, a deep learning-based network was 

deployed with pre-trained models to detect and categorise 

Alzheimer's disease through a two-phase transfer learning 

process. Figure 3 provides a detailed description of the 

proposed model. 

 

 
 

Figure 3. MRI images after pre-processing. (1) Mild 

demented (2) Moderate demented (3) Non-demented (4) 

Very mild demented 

 

3.3 Classification using two-phase transfer learning 

 

For a 4-way classification of AD, the suggested method 

made use of the two-phase transfer learning technique. Figure 

4 depicts the architecture for implementing two-phase transfer 

learning. 

 

 
 

Figure 4. Basic architecture of proposed methodology 

 

The transfer learning method can be utilized when we have 

a large set of training data for parameter learning. When 

learning a new task, we start with a trained network like 

Resnet50v2. The Resnet50v2 model, which had previously 

been trained on ImageNet, was applied to an MR image of the 

brain from the ADNI dataset. The outputs of these 1000 

categories were the results of these frozen fully-connected 

layers, which needed the use of the two-phase transfer learning 

approach. A new fully-connected layer, a SoftMax layer, and 

an output layer for four-class classification were required to 

replace them [27-33]. The network was then given a training 

set of MR images as well as training options. The model's 

accuracy was then evaluated. To calculate the loss percentage, 

The output size depended on the number of classes, and the 

Cross-Entropy function was used the domain D was made up 

of two parts: Y denotes the Feature Space, and P(Y) denotes 

associated marginal probability. In P(Y),Y={y1,y2,.....yn} The 

number of input images was denoted by n. In the mathematical 

equation, the domain was denoted by 

 

𝐷𝑜𝑚𝑎𝑖𝑛 = {𝑌, 𝑃(𝑦)} (1) 

 

Marginal probability and associated feature space for two 

separate domains were different. Label space Z and objective 

prediction function f(.) were also used to express a task T in 

domain D. 

 

𝑇𝑎𝑠𝑘 = {𝑍, 𝑓(. )} (2) 

 

The training procedure of the features educates the 

prediction function f (.), which was then applied to estimate 

the testing data. One target domain 𝐷𝑜𝑚𝑎𝑖𝑛𝑡, and one source 
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domain 𝐷𝑜𝑚𝑎𝑖𝑛𝑠 , were both present in the suggested 

paradigm. The source data occurrence with the label 𝑧𝑠𝑖 was 

initialised as the 𝑦𝑠𝑖, and the target data occurrence with the 

label 𝑧𝑡𝑖 was initialised as the 𝑦𝑡𝑖 . 
The following can be written about the target domain and 

the source domain: 

 

𝐷𝑜𝑚𝑎𝑖𝑛𝑡 = {(𝑦𝑡1, 𝑧𝑡1), (𝑦𝑡2,𝑧𝑡2), . . . . (𝑦𝑡𝑛,𝑧𝑡𝑛)} (3) 

 

𝐷𝑜𝑚𝑎𝑖𝑛𝑠 = {(𝑦𝑠1, 𝑧𝑠1), (𝑦𝑠2,𝑧𝑠2), . . . . (𝑦𝑠𝑛,𝑧𝑠𝑛)} (4) 

 

Transfer learning is the most common way of learning a 

predictive function f (.). It trains the objective space utilizing 

the information accumulated for the source activities and 

source domain. The predictive function f (.) predicts the label 

of new occurrence (y). f(y) is mathematically represented as 

𝑓(𝑦) = 𝑃(𝑍 𝑌⁄ ). 

 

Algorithm: 

➢ Input 

P(Y),Y={y1,y2,.....yn} no. of samples in dataset 

➢ Pre-Training 

for length of samples do 

Pre-Trained Network from Source Domain (Ds) 

Training set in Target Domain (Dt) 

Validation set in Target Domain (Dt) 

Training/Validate Samples 

    end for 

➢ Fine-Tuning 

For 𝑓(𝑦)  length of features do 

Fine-tuning Specific layers of pre-trained model 
{𝑌, 𝑃(𝑦)} 
Fine-tuning the pre-trained model on training Dataset 

(Dt) 

Deploy the fine-tuned model on Test Dataset (Dt) 

    end for 

➢ Output 

Categorized Images from Test Dataset. 

 

3.4 Pre-trained models with two-phase transfer learning 

 

3.4.1 VGG16 

The VGG16 model has 13 convolutional layers, 2 fully 

connected layers, and 1 SoftMax layer that uses convolutions 

and fully connected layers to classify data. A 16-layer network 

was created by Karen and Andrew. The Basic model only has 

3×3 convolutional layers. In the first and second convolutional 

layers, 64 feature kernel filters of size 3×3 were used. An RGB 

image of depth 3 was sent through the first and second 

convolutional layers, where its dimensions were transformed 

into 224×224×64. The output was then passed to the maximum 

pooling layer with a stride of 2. Third and fourth convolutional 

layers utilise a 124-feature kernel filter with a filter size of 3×3. 

Following these two layers, we added a max pooling layer with 

stride 2, resulting in a final dimension of 56×56×128. 

Convolutional layers with a 3×3 kernel size made up the fifth, 

sixth, and seventh levels. The basis for each of them was a set 

of 256 feature maps. After these layers came a max pooling 

layer with a stride of 2. Two groups of 3×3 convolutional 

layers were located at locations 8 through 13. All these sets of 

convolutional layers use 512-bit kernel filters. When these 

were been completed, a max pooling layer with a stride of 1 

was be added. Then the fourteenth and fifteenth levels were 

completely connected, 4096-unit hidden layers that came after 

the output SoftMax layer. In the last five layers of this model, 

we classified Alzheimer's disease using transfer learning. 

 

3.4.2 Densenet121 

The DesneNet121 model is made up of five convolutional 

blocks. The Convolved image was sent to Conv2 size 56×56 

from the max pooling block, the initial convolution block 

(Block-1) processes the image to fit Conv1 size 

112×112.Following the transfer of the obtained features to the 

dense layer, the output (Block 2), Conv 3 for 28×28, Conv 4 

for 14×14, and Conv 5 for 7×7 were obtained. Convolutional 

CNNs frequently calculated the output layers (lth) by applying 

a non-linear transformation H l (.) to the output of the 

preceding layer X_ (l-1). 

 

𝑋𝑙 = 𝐻𝑙(𝑋𝑙−1) (5) 

 

The layer output functionality maps and the inputs are 

concatenated by DenseNets instead of being truly added 

together. DenseNet, can easily improve information flow 

across layers by using a simple Convolutional model, The 

features of all earlier layers provide input to the layer below: 

Following that, the equation is: 

 

𝑋𝑙 = 𝐻𝑙([𝑋0, 𝑋1, 𝑋2. . . . 𝑋𝑙−1]) (6) 

 

where, [X0, X1, X2,…, Xl − 1,] is created by joining the output 

maps of earlier layers into a single tensor. Out of the functions, 

Hl(.) represents a non-linear transformation function. There 

are three main operations in this function: Batch normalisation 

(BN), activation function (ReLU), and convolution (CONV). 

In this architecture the growth rate k aided in the following 

generalisation of the lth layer: 

 

𝐾(𝑙) = (𝐾[0] + 𝐾(𝑙 − 1)) (7) 

 

where, 𝐾[0] is known as the number of channels. 

 

3.4.3 MobilenetV2 

In MobileNetV2, two distinct block types can be seen. The 

first is a residual block with a stride of one. Another way to 

reduce is with a two-stride block. There are three levels that 

separate the two kinds of blocks. This time around, the 

convolution that took place in the first layer was a simple 1x1 

one that used ReLU6, whereas the convolution that took place 

in the second layer was more involved. Another 1×1 

convolution without nonlinearity made up the third layer. 

When used again, ReLU was said to limit the power of deep 

networks to a linear classifier, at least for non-zero volume 

output domain regions. There were 155 layers total in 

MobileNetv2, including a categorization layer. This model 

comprises of 154 pretrained network layers (convolutional 

basis) and 2 additional layers. The pre-trained model will lose 

its learned information if all 156 layers are trained since the 

classifier's random weights will cause very large gradient 

updates. By freezing the convolutional basis during training, 

weight updates are stopped. The pretrained model's layers are 

all frozen by setting the trainable flag of the entire model to 

false. 

 

3.4.4 Xception 

The Xception model, which is composed of depth-wise 

separable convolution layers, was broken down into three 
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fundamental sections: the input flow, the middle flow, and the 

exit flow. The Xception model first recognised three flows in 

the visual data: the input flow, the middle flow, which 

occurred eight times total, and the exit flow. The batch 

normalisation method was applied to each convolutional layer, 

as well as each layer that had the potential to be subdivided 

into a smaller number of layers. The network's feature 

extraction was based on the model's 36 convolutional layers. 

The top-1 accuracy of the Xception model for four classes was 

79% then trained on 299 x 299 ImageNet images. The design 

of a regression model with only one class as the output requires 

the usage of a pretrained Xception ImageNet model. Before 

introducing a max pooling layer, the Xception model's last 

completely linked layer was removed. In addition to this, the 

output layer was enlarged to incorporate a dense layer 

composed of a single neuron with a linear activation function. 

The model was trained over 50 iterations using an Adam 

optimization approach with a learning rate of 0.001. The image 

dataset was divided into 16 micro batches to facilitate training. 

The four groups were classified using MRI images using a 

distinct pretrained Xception model.  

 

3.4.5 InceptionResNetV2 

Residual Inception Block is the fundamental unit of 

Inception-ResNet-V2. Following each block is a 1×1 

convolution filter expansion layer, which scales the 

dimensionality prior to addition to match the depth of the input. 

Only the traditional levels of this architecture utilise batch 

normalisation. The image input size for Inception-ResNet-V2 

is 299×299, and there are 164 layers in total. The Residual 

Inception Block employs convolutional filters of various sizes 

and residual connections. In order to address the problem of 

deep network degradation and accelerate training, this design 

makes advantage of residual connections. 

Max Pooling was implemented instead of Flatten after this 

core design to minimise overfitting in the convolutional 

structure naturally because there were no parameters to be 

tuned and by strengthening the connection between the feature 

importance and label category. Due to this, max Pooling is also 

more parameter-efficient than the Flatten technique. 

According to Szegedy, Ioffe, Vanhoucke, and Alemi Addition 

of a Dropout layer with a fixed value of 0.8 is made. 

 

𝜎(𝑥)𝑖 =
𝑒𝑥𝑖

∑ 𝑒𝑦𝑖
𝑘
𝑗=1

  (8) 

 

The dense layer was activated using the SoftMax activation 

function, as shown in Eq. (3), where x and y represent input 

and output, K represented the number of classes, and e 

represented the common exponential function, which in this 

instance is e = 2.718. 

 

𝑤′ = 𝑤 − 𝛼 × 𝛻(𝑤; 𝑥(𝑖); 𝑦(𝑖)) (9) 

 

The iterative Stochastic Gradient Descent (SGD) technique 

was used for optimization during backpropagation. Its formula 

is given in Eq. (4), where w stands for weight, 𝛼 for learning 

rate, and 𝛻(𝑤; 𝑥(𝑖); 𝑦(𝑖)) for the gradient to weight, input, and 

output/label, respectively. 

 

3.4.6 Proposed ResNet50V2 with 2PTL 

ResNet50v2 is one of the well-known models that excels in 

solving a variety of computer vision issues.  

Some of the models are VGG16, DenseNet121, Xception, 

MobileNetV2, InceptionResNetV2. These models are 

developed using a huge quantity of data from many different 

image categories. These trained model weights can be used by 

transfer learning algorithms to solve a variety of computer 

vision problems with a constrained number of datasets and 

computing resources. This study made use of a sizable dataset 

of medical image data, and we carried out transfer learning 

with ten distinct pre-trained weights derived from the 

ResNet50v2 model. The ResNet50v2 Two Phase Transfer 

Learning model's architecture and its 10 various pre-trained 

weights are covered in the sections that follow. A CNN model 

called the ResNet50v2 model has 50 layers. Figure 5 depicts 

the architecture of Proposed ResNet50v2 model, as well as its 

fine-tuning setup for ResNet50v2 Transfer Learning. 

Also, the architecture for proposed fine-tuned ResNet50v2 

Two-Phase Transfer Learning presented in Table 2. 

 

Table 2. Description of Resnet50v2 two-phase transfer 

learning 

 

Layers 
Output 

Size 
Layer 

Conv1 112 × 112 7 × 7, 64, Stride 2 

   

Conv2_x 56 × 56 3 × 3 Maxpooling, Stride=2 

[1 × 1, 64 

3 × 3, 64 

1 × 1, 256] × 3 

  

   

Conv3_x 28 × 28 [1 × 1, 128 

3 × 3, 128 

1 × 1, 512] × 4 
 

  

Conv4_x 14 × 14 [1 × 1, 256 

3×3,256 

1 × 1, 1024] ×6 
 

  

Conv5_x 7 × 7 [1 × 1, 512 

3 × 3, 512 

1 × 1, 2048] × 3 
 

  

fully connected 

layer_1 
1 × 1 max pooling 

Features-in=2048, Features-

out=2048 
  

  

fully connected 

layer _c2 
1 × 1 dropout= 0.5 

   

  
Features-in=2048,  

Features-out=2048 

fully connected 

layer_c3 
1 × 1 

Relu, dropout=0.5 

Features-in=2048,  

Features-out=2  

 

A number of convolutional layers make up the ResNet50v2 

design. The first convolutional layer has 64 distinct kernels, a 

stride size of 2, and a filter size of 7 × 7. Then up to 3 × 3 

pooling with a step size of 2 is used. Three layers of 

convolution (1 × 1,64 kernel), (3 × 3,64 kernel) and (1 × 1,256 

kernel) exist in the next convolution, each repeated three times. 

The same procedure was followed for each of three 

convolutional layers (1 × 1,128 kernels), (3 × 3,128 kernels) 

and (1 × 1,512 kernels), three convolutional layers (1 × 1,256 

kernels), (3 × 3,256 kernels) Repeated 4 times and (1 × 1,1024 

kernel) for 6 iterations each, and 3 layers of convolution (1 × 

1,512 kernel), (3 × 3,512 kernel) and (1 × 1,2048 kernel) for 3 

iterations each. It is followed by Max pooling (max pool). A 
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convolution layer, batch normalization, and ReLU are 

frequently used in combined with hidden layers. The original 

ResNet50v2 model ends with a fully connected (fc) layer that 

has 1000 out-features (for 1000 class). To enhance the 

ResNet50v2 model, a group of fully connected layers replaces 

this one. When a dropout occurs, the first similar feature layer 

is chosen (with 2048 out features) and the chance of using that 

layer is set to 0.5. The second fc layer is then followed by a 

ReLU and dropout layer with a probability of 0.5. For four-

class classification, the final FC layer only has 4 out-features 

and 2048 in-features. i.e., mild demented, moderate demented, 

very mild demented, non demented. In this study, we 

evaluated transfer learning using 10 different ResNet50v2 

model pre-trained weights. Several datasets were used to 

construct these pre-trained weights. These datasets had a 

several variations, as we were dealing with medical image 

datasets. Figure 6 depicts the modified Resnet50v2 with 2 

phase transfer learning. 

 

 
 

Figure 5. Basic architecture deployment overview 

 

 
 

Figure 6. Architecture of proposed model modified ResNet50V2 with 2PTL 

 

 

4. RESULTS 

 

The model for classifying data was developed using 

TensorFlow, a programme that supported transfer learning. 

Stochastic gradient descent with momentum (SGDM) was 

utilised as the optimizer to determine the weight and bias 

variables, minimise the loss function, and decrease the loss 

function during the training of 20,926 images. There 50 were 

epochs utilised, a small batch size of 512, a learning rate of 

0.0001, and an early stopping parameter of 4 for the validation 

Testing. The number of iterations needed to finish 1 epoch in 

our case was 107. Over-fitting can be minimized by evaluating 

the model's reliability after a validation test or by adding an 

extra epoch to the data set. Since accuracy is the key evaluation 

parameter, the impact of changing the learning rate from 1e-2 

to 1e-5 on the training and testing accuracy of the model was 

examined. Even though the model's best output was obtained 

at a learning rate of 1e-4, that rate was still substantially faster 

than the average. We used a learning rate of 1e-4 to test every 

model. The performance of a classification model can be 

evaluated using the confusion matrix, which was used to 

measure precision. In this study, we examined 6 different 

models with the same data. An Alzheimer's disease detection 

model was used to assess the quality of an MRI scan. The total 

number of images in the dataset were 20,926, four categories, 

and each class had 5,231 images. This ensured that all classes 

2220



 

were represented equally in the dataset. Using 50 epochs of 

data, the network was trained from basics. Data from each 

experiment consisted 30% of test data and 70% of training data. 

Different evaluation criteria might be used to assess the 

outcomes. Table 3 represented confusion matrix for 

DenseNet121. Table 4 and Table 5 generated confusion matrix 

on testing for MobileNetV2 and VGG16. 
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Table 3. Confusion matrix generated by testing DenseNet121 

 
Class 

Label 

ND VMD MD MOD Total 

Data 

Accuracy 

ND 1399 45 109 76 1629 85.88 

VMD 126 1289 75 110 1600 80.05 

MD 20 35 1482 32 1569 91.43 

MOD 32 42 40 1366 1480 92.29 

 

Table 4. Confusion matrix generated by testing 

MobileNetV2 

 
Class 

Label 

ND VMD MD MOD Total 

Data 

Accuracy 

ND 1465 45 59 60 1629 89.93 

VMD 127 1365 48 60 1600 85.31 

MD 20 15 1511 23 1569 96.30 

MOD 15 22 18 1425 1480 96.29 

 

 

Table 5. Confusion matrix generated by testing VGG16 

 
Class 

Label 

ND VMD MD MOD Total 

Data 

Accuracy 

ND 1465 45 59 60 1629 89.93 

VMD 77 1465 23 35 1600 91.05 

MD 12 10 1536 11 1569 97.80 

MOD 15 22 18 1425 1480 96.29 

 

Table 6. Confusion matrix generated by testing Xception 

 
Class 

Label 

ND VMD MD MOD Total 

Data 

Accuracy 

ND 1479 45 39 66 1629 90.79 

VMD 26 1489 55 30 1600 93.06 

MD 20 25 1502 22 1569 95.72 

MOD 22 32 30 1396 1480 94.32 

 

Table 7. Confusion matrix generated by testing Inception 

Resnetv2 

 
Class 

Label 

ND VMD MD MOD Total 

Data 

Accuracy 

ND 1608 6 10 5 1629 98.71 

VMD 18 1540 30 12 1600 96.25 

MD 6 10 1543 10 1569 98.34 

MOD 0 8 6 1466 1480 99.04 

 

Table 8. Confusion Matrix generated by testing Resnet50v2 

 
Class 

Label 

ND VMD MD MOD Total 

Data 

Accuracy 

ND 1592 18 10 9 1629 97.72 

VMD 8 1580 2 10 1600 98.75 

MD 2 6 1559 2 1569 99.36 

MOD 0 4 6 1470 1480 99.32 

 

In the above Table 6 and Table 7 showing confusion matrix 

on testing for Xception and Resnetv2. In the above Table 8, 

can be observed that Resnet50v2 was successful in 

classification and appropriately classified. Thus, Resnet50v2's 

overall testing accuracy was 99.25%. Moreover, other models 

like VGG16, DenseNet121, Xception, MobileNetV2, and 

InceptionResNetV2 had good testing accuracy as well, as 

shown in accordingly. With training and testing accuracy of 

99.34% and 99.25%, ResNet50v2 outperforms other models. 

On the other hand, Resnet50v2 outperformed its competitors 

with the highest test accuracy and was subsequently selected 

as the best model for classifying AD. Table 9 shows the 

comparative results of Alzheimer’s disease. 

 

Table 9. Comparative results of Alzheimer's disease MRI 

images with different models 

 
Models Training Accuracy Testing Accuracy 

DenseNet121 89.5 88.5 

MobileNetV2 91.4 92.3 

VGG16 93.5 94.5 

Xception 96.5 93.8 

InceptionResNetV2 98.9 98.7 

Proposed Model 99.3 99.2 

 

In particular for categorising MR images, Resnet50v2 is a 

powerful deep learning model. Figure 7 depicts comparative 

results of deep learning models. In comparison to other models, 

Resnet50v2 exhibited with best training and testing accuracy. 

Inception Resnetv2 achieved the second-highest accuracy 
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rates, outperforming VGG16, DenseNet121, Xception, and 

MobileNetV2. 

 

 
 

Figure 7. Graphical representation for comparative results of 

Alzheimer’s disease classification 

 

 

5. CONCLUSIONS 

 

As a result of investigation in this study, it is clear that deep 

learning is an effective tool for classifying Alzheimer's disease 

from MRI images. When it comes to making precise decisions 

based on large, complicated datasets, deep neural networks are 

undoubtedly very effective. It is therefore apparent that deep 

learning has a very basic method for solving a problem and 

producing dynamic findings for the research topic. Deep 

learning can play a significant role in this process as it can 

automate the tasks for the neurologists and is not subject to 

errors caused by humans. In this study, we employed transfer 

learning to properly categorise MR images into four classes 

using a variety of deep learning models, including VGG16, 

DenseNet121, Xception, MobileNetV2, InceptionResNetV2, 

and Resnet50v2 as the basis model. These models were able 

to classify the data and had been successfully trained using our 

datasets. Compare to VGG16, DenseNet121, Xception, 

MobileNetV2, InceptionResNetV2, and Resnet50v2 models 

the proposed model had the best training and testing accuracy 

of model, with 99.34% and 99.25%, respectively. Resnet50v2 

with Two phase transfer learning is thus undeniably a 

successful method for classifying MR images. 
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