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COVID-19, a novel disease first identified in China in December 2019, has rapidly 

precipitated a global pandemic, impacting public health and the global economy with 

unprecedented severity. Accurate detection of this virus is of paramount importance, yet 

current methodologies present significant limitations and challenges. Polymerase Chain 

Reaction (PCR) diagnostic kits, a commonly utilized detection method, often yield false-

negative results. Moreover, the recent strains of the virus elude detection solely by PCR 

testing. In contrast, imaging techniques such as chest X-rays or Computerized Tomography 

(CT) scans offer radiologists a higher degree of diagnostic accuracy. However, the vast 

quantity of required imaging coupled with a shortage of radiologists has underscored the 

necessity for automated detection methods. This study proposes an integrated system for the 

automated detection and classification of COVID-19 infection. By utilizing an 

amalgamation of computer vision tools and machine learning algorithms, this system aims 

to provide clinicians with rapid and accurate diagnoses without the need for human 

intervention. This paper, therefore, presents an advancement in the use of medical imaging 

for the detection and classification of COVID-19, offering a potential solution to the current 

limitations in testing capabilities. 
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1. INTRODUCTION

COVID-19, a disease identified amid a series of 

unexplained pneumonia cases in Wuhan, swiftly propagated 

worldwide, leading to its declaration as a pandemic by the 

World Health Organization (WHO) [1, 2]. The total confirmed 

cases till July,2023 is shown in Figure 1. Its rapid transmission, 

similar to that of the influenza virus, was facilitated by direct 

contact [3]. Due to its substantial similarity to the SARS virus, 

it was named SARS-CoV-2, reflecting their shared family and 

symptomatology [4]. Like its predecessor, COVID-19 is a 

zoonotic disease, with origins traceable to bats, a common 

starting point for coronaviruses [5]. 

The swift global spread of COVID-19 has been largely 

attributed to asymptomatic transmission, where individuals 

exhibiting no symptoms facilitate the virus's propagation, 

significantly contributing to the pandemic's extent [6]. While 

the virus typically presents with symptoms such as fever, dry 

cough, sore throat, shortness of breath, and bilateral lung 

infiltrates observed on clinical images, other less common 

symptoms include headache, rhinorrhea, vomiting, skin rash, 

and sneezing [7]. 

While most patients recover within a short span, a subset 

grapples with more severe COVID-19 symptoms, leading to 

critical complications, including pulmonary edema, cardiac 

injury, Multi-Organ Failure (MOF), acute kidney injury, and 

Acute Respiratory Distress Syndrome (ARDS) [8, 9]. To date, 

no antiviral drug or medicine is available for COVID-19 

treatment, necessitating the need for social distancing, travel 

restrictions, and quarantine to aid in controlling the spread [10, 

11]. 

Recently, the emergence of COVID-19 variants, such as the 

COVID-20 strain first identified in England, has introduced 

new challenges [11]. The Polymerase Chain Reaction (PCR) 

test, while commonly used for diagnosis, has shown limited 

sensitivity, with a significant number of false-negatives [12, 

13]. In several instances, patients with negative PCR results 

were later diagnosed with COVID-19 through chest image 

examination, underscoring the inadequacy of relying solely on 

PCR tests for diagnosis [14, 15]. 

As such, a combined approach, integrating clinical chest 

image features with PCR test results, has been recommended 

for early detection of COVID-19 [16-18]. Chest imaging has 

proven to yield accurate and sufficient information for 

COVID-19 diagnosis, with features such as nodular opacity of 

the lung region being pivotal for accurate diagnosis [19]. 

Artificial intelligence applications have gained traction in 

the medical field for automatic diagnosis systems [20-23], 

with machine learning techniques successfully applied to 

diverse problems ranging from skin cancer detection [24-26], 

brain tumor detection and classification [27-30], breast cancer 

detection [31-35], pneumonia detection [20, 36-39], to fundus 

segmentation [40]. 

This study proposes an integrated automated system for the 

detection and classification of COVID-19. The system 

presents an end-to-end model that processes raw chest images 
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to provide clinicians with diagnoses. 

 

 
 

Figure 1. Total confirmed cases of COVID-19 from Jan. 22, 

2020-Feb. 7, 2023 

 

 

2. RELATED WORK 

 

Using chest images in machine learning is not new. Many 

researchers and studies use them for disease detection and 

classification. Recently, chest images have been used to detect 

COVID-19 and classify abnormality of the lung as pneumonia 

or COVID-19/20. Each presented study has a different model 

with different results using different data sets. Barstugan et al. 

[41] proposed a machine-learning model to detect COVID-19 

in CT images. Several features were extracted from different 

types of patches. These features include Grey Level Co-

occurrence Matrix (GLCM), Local Directional Pattern (LDP), 

Grey Level Run Length Matrix (GLRLM), Grey-Level Size 

Zone Matrix (GLSZM), and Discrete Wavelet Transform 

(DWT). These features are provided to Support Vector 

Machine (SVM) for training and testing. The system accuracy 

was 99.68 using the GLSZM feature extraction method. 

Using a different approach, Asif et al. [42] proposed Deep 

Convolutional Neural Networks (DCNN) based model 

Inception V3 to detect coronavirus pneumonia-infected 

patients using chest X-ray images. The model accuracy in the 

training stage was 97% and the validation accuracy was 93%. 

Most studies have been introduced based on deep 

convolutional neural networks. Wang et al. [43] designed 

tailored DCNN for COVID-19 detection using chest X-ray 

images that are available for public use via Kaggle [44] based 

on COVID-Net. 

The proposed study [45] explores COVID-19 detection 

results using a small data set of X-ray images using a pre-

trained DCNN. The proposed model correctly classified 95% 

of 20 unseen COVID-19 cases. This study showed that the lack 

of information on COVID-19 cases reduces the model's 

reliability [45]. Another Deep Convolutional Neural Network 

(DCNNN) method was proposed in study of Medhi et al. [46] 

for COVID-19 diagnosis using X-ray images. This model used 

a public data set from Kaggle [47] that is available for research 

purposes. The accuracy of the proposed system was 93% after 

noise removal and segmentation [46]. 

A simple convolution neural network (CNN) and a pre-

trained AlexNet model are used for COVID-19 detection on 

X-rays and CT scan images. The result of the proposed models 

shows different accuracy value, using the pre-trained network 

provide the research with 98% whereas using the simple CNN 

shows 94.1% as detection accuracy [48]. 

 

 

3. MATERIAL 

 

The most common image type (X-ray images) which is used 

in this study, which has been asked by most doctors for 

COVID-19 diagnosis as shown in Figure 2. This data set is 

available for public use in research, and researchers update it 

when more images are available to increase the data set size. 

Cohen et al. have developed this data set using different open-

access sources [49, 50]. Figure 2 shows a sample from the used 

dataset. 

 

 
 

Figure 2. X-ray chest images: a) COVID-19 defected lung b) 

Non-defected lung 

 

 

4. METHOD 

 

The proposed system is an end-to-end model which consists 

of several stages starting from providing the raw image and 

ending with providing the clinician with the detected case. 

Figure 3 summarizes these major steps. 

 

4.1 Pre-processing 

 

The main goal behind the pre-processing is to prepare the 

raw images for the next step to get the most important 

information from the Region of Interest (ROI) of images. 

Focusing only on the ROI can support the proposed system 

because the image has various details and objects and using 

the most important information by focusing on the lung area 

helps detect the defective cells efficiently. Several steps have 

been applied to the raw images including filtering, histogram 

equalization, and thresholding. Filtering using a mask has been 

used twice for the gray image, then the result has been 

enhanced based on the image histogram. The next step aims to 

binarize the image which has been done using the Otsu 

algorithm that is based on an image histogram as shown in 

Figure 4 and Figure 5 [51]. 

 

 
 

Figure 3. The proposed system stages 
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Figure 4. The pre-processing operations for COVID-19 

infected case: a) Original image b) Top hat filter c) Bottom 

hat filter d) Histogram equalization e) Thresholded image f) 

After morphological operations 

 

 
 

Figure 5. The pre-processing operations for COVID-19 non-

infected case: a) Original image b) Top hat filter c) 

Bottomhat filter d) Histogram equalization e) Thresholded 

image f) After morphological operations 

 

4.2 Segmentation 

 

For COVID-19 diagnosis, the target area for this process is 

the human lung. Figure 6 shows the infected and the non-

infected areas of the lung [52]. 

To specify the ROI for an efficient feature extraction 

process and to remove any extra parts of the X-ray image, a 

segmentation process has been done based on the image 

dimensions and the pixel values inside the image Figure 7. 

 

 
 

Figure 6. Chest X-ray of a patient with COVID-19 

 
 

Figure 7. Lung segmentation: a) with COVID-19 b) without 

COVID-19 

 

4.3 Feature extraction 

 

In artificial Intelligence, to help the model correctly 

recognize the cases it should be efficiently trained using the 

most important characteristics of the input data. This process 

requires extracting and analyzing the most important features 

to specify which features represent the most efficient ones. 

In this paper, many features related to color and dimensions 

are extracted based on our knowledge of COVID-19 diagnosis. 

These features are analyzed to select and use the most 

important ones based on their distribution. The features that 

are used in this model are autocorrelation, cluster prominence, 

energy, entropy, maximum probability, the sum of squares, 

sum average, sum variance, and sum entropy. 

The second-order statistics are calculated depending on a 

matrix C, d (Ip1, Ip2) of the relative frequencies that describes 

how often the two pixels (Ip1, Ip2) of different or similar gray 

levels Ng appear as a pair in the image matrix concerning the 

distance d and the direction. The value of this parameter Ng is 

8 levels. 

 

• Autocorrelation: 

 

𝑎𝑢𝑡 = ∑ ∑(𝑖𝑗)(𝐶(𝑖, 𝑗))

𝑗𝑖

 

 

• Cluster prominence: 

 

𝑃𝑟𝑜 =  ∑ ∑ (𝑖 + 𝑗 − 𝑢𝑥 − 𝑢𝑦)4 𝑝(𝑖, 𝑗)

𝑁𝑔−1

𝑗=0

𝑁𝑔−1

𝑖=0

 

 

• Energy: 

 

𝐴𝑆𝑀 = ∑ ∑ 𝑝(𝑖, 𝑗)2

𝑁𝑔−1

𝑗=0

𝑁𝑔−1

𝑖=0

 

 

• Entropy: 

 

𝐸𝑛 = ∑ ∑ 𝐶(𝑖, 𝑗)log (𝐶(𝑖, 𝑗))

𝑗𝑖

 

 

The rest of the features are correlated using Matlab 

functions like maximum probability [53]. The sum of squares, 

sum average, sum variance, sum entropy [54]. 

 

4.4 Classification 

 

Decision trees or CART models are inventive instruments 
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that assist specialists with choosing between a few choices to 

make a final decision. They give an exceptionally compelling 

example inside which one can clarify choices and explore the 

potential results of taking those choices. A specific advantage 

of the CART model is its cross-validation highlight [55], 

which endeavors to distinguish over-fitting, which would 

somehow or another lead to false future predictions. For these 

and different reasons, CART has regularly brought about more 

precise expectations than other factual methodologies (Kattan 

and Beck 1995). A test that actually remains, in any case, is to 

all the more likely comprehend the exhibition of these 

strategies with an end goal to recognize their best use which is 

the main challenge of machine learning algorithms. 

The main idea of the CART model can be illustrated as 

conditions; several questions are provided to the model and are 

answered sequentially by the tree parts from top to bottom. 

The extracted features that are provided to the model specify 

what the questions will be, and the answers are based on a 

learning strategy. 

Choosing CART in this research comes with many 

advantages of this type of ML algorithm. The tree is simple 

and easy to understand how it is work, it can be easily modified, 

and this model is flexible with high efficiency. 

The two main steps of any learning algorithm are training 

and testing, the model should be trained using a sample of data 

to get the main features for the three classes and then it should 

be tested using unseen data to recognize the system 

performance. To achieve that, the data set is divided into two 

subsets, two-quarters of the data set for the training stage and 

one-quarter of the data set for the testing stage. 

After extracting the most important features, these features 

with their labels are provided to the CART model for the 

training stage. On the other hand, the non-labeled data are used 

for prediction and classification using the same model and 

after the cross-validation process. This step integrated with the 

training step is used to find the performance metrics of the 

proposed model. 

The cross-validation process is used to enhance the system's 

performance and reduce overfitting. Ten folds of k-fold cross-

validation are used and applied during the training stage. This 

process aims to make the system more reliable and general for 

more data sets and to reach an accurate classification model. 

 

 

5. EXPERIMENTAL RESULTS 

 

The proposed system aims to detect the COVID-19 virus 

and classify the chest images into three categories (COVID-

19, Pneumonia, and Healthy). This aim has been done using 

the extracted features and CART algorithm. 

The proposed system uses the extracted features to train 

three models where the overall system will use these models 

to consider the image class (COVID-19, Pneumonia, or 

Healthy). 

 

 
 

Figure 8. Confusion matrix of the proposed system Fold-5 

To verify the system performance, a set of unknown images 

were provided to the system, and the system performance was 

analyzed and found out. Various metrics can be used for 

system verification such as accuracy, sensitivity, and 

specificity metrics. These metrics are found based on the 

confusion matrix. Figure 8 shows the confusion matrix of 

these classes. 

Sensitivity is a measure of the system's performance in 

identifying the true positives whereas specificity is a measure 

of the system's performance by measuring how well the model 

can identify the true negatives. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

The system accuracy is 93.42% and based on more details 

the sensitivity and the specificity are 90.31% and 97.37% 

respectively. These values are found using cross-validation. 

The system is evaluated for various cross-validation fold 

values and the performance differs as shown in Figure 9. 

Based on these values which are favorable and promised, 

Fold-5 shows the highest and the best performance. 

The results that are obtained by the proposed system are 

compared to other studies. Table 1 presents a summary of 

these studies comparing their performance with the proposed 

model performance. 

As illustrated above, the system performance is promising 

and it can be used effectively for COVID-19 diagnosis. The 

system has several stages from segmentation to feature 

extraction and finally the classification with cross-validation 

with no need for manual intervention. Furthermore, the system 

can be improved and modified by extracting more features and 

it can be tested using other types of images such as CT scan 

images. 

The specialty of the feature extraction process is to separate 

the most basic information with the most efficient operation 

which is introduced here by determining the ROI to keep away 

from the tedious during the preparation and testing processes. 

Moreover, the ROI segmentation presents a convincing and 

fundamental stage, especially with the high similarity between 

the lung images from the three classes. 

 

Table 1. Comparison of the proposed model with the existing 

machine learning methods 

 
Study Method Accuracy 

[55] DarkNet 87.02% 

[43] Covid-Net 93.3% 

[56] CNN 90.54% 

[57] AlexNet, GoogleNet and Resnet50 87.8% 

[58] 
DenseNet201, Resnet50V2 and 

Inceptionv3 
91.62% 

[59] IKONOS 89.78% 

[60] CNN 91.5% 

The proposed 

model 
CART/ROI 93.42% 

 

The most challenge of using a deep learning system is the 

low number of images which does not affect our proposed 

system due to the several processes that have been done. In 

addition, using CNN means reading all information/features in 

the images which has not happened with this system where 

2262



 

only the most important information is extracted and used for 

model training and testing and this is carried out only for the 

ROI. These factors provide more accurate and reliable results. 

By using the proposed system, the manual intervention is 

limited, and the test time should be shorter than usual. 

 

 
 

Figure 9. Model performance with cross-validation 

 

 

6. CONCLUSION 

 

The proposed system set out to design and improves the 

automatic intelligent system to classify the chest X-ray images 

to detect and identify the COVID-19 virus using machine 

learning. One of the most important reasons for the proposed 

work is the lack of radiologists compared with the huge 

number of tests which leads the engineers and programmers to 

design and implement automatic detection and classification 

systems for the virus which can be an alternative to 

radiologists and can help with the early and more accurate 

diagnosis than the traditional PCR tests. 

The proposed system is evaluated using non-labeled images. 

Furthermore, the same information/features are used to train 

other machine learning algorithms to find out the most suitable 

and the most accurate algorithm which is here the CART 

algorithm. 

The main contribution of this work, it can be used for a 

small data set, focusing on the main and the most important 

features, and saving computational time and storage while 

using the ROI which is the lungs. Where most recent studies 

used deep learning in which the whole image is processed and 

extracting the features randomly requiring a huge data set 

especially with pneumonia class. 
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