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The UI Hand I robot is the pioneering development of an anthropomorphic robotic hand 

for pushing the limits of dynamic biomimetic anthropomorphic robotic hand study in 

Nigeria. The objective of this research is to develop a truly anthropomorphic hand that 

captures all the DOF of the hand and can reproduce the dexterity of the human hand. Many 

robotic hands have been developed so far, but many still lack true anthropomorphism; 

many have used mechanisms different from those adopted by the human hand, leading to 

significant deviations both in form and function. Our work aims to improve the fidelity of 

biomimetic robotic hand design. To this end, we present the conceptual design of a 

biomimetic, low-cost, modular, cable-driven, tele-operated 26 degrees of freedom 

anthropomorphic robotic hand. We understudied the biomechanics of important features 

of the anatomy of the human hand and wrist, developed appropriate mechanical models 

that mimic the mechanics of these features, and compared them with the CT scan of an 

actual human hand. The robotic hand's links were designed in Fusion 360 and 3D printed 

in PLA. The muscles and tendons were modelled as a pulley-cable system using 0.46 mm 

Spectra® fiber for the tendons, and micro electric motors were used for actuation. A 

Raspberry Pi 4 was used as the controller, the leap motion controller as the teleoperation 

device, and Deep Reinforcement Learning was used to learn a suitable control policy. The 

proposed (UI hand I) anthropomorphic robotic hand and wrist model comprises 29 bones 

and 17 composite joints with 26 degrees-of-freedom. A total of 80 components were used 

to model the bones and joints with an estimated weight of 450g. With the addition of the 

motors, battery and other electrical components, the upper limit of the estimate is 1.2 Kg. 

The estimated cost of the project is $ 1, 241.80. The research aims to evaluate the robotic 

hand's dexterity in teleoperation and achieve the full range of poses in the human hand, 

with potential implications including enhanced automation in spacewalks, construction, 

industrial operations, and prosthetics. 
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1. INTRODUCTION

It is generally accepted that the cost of time and grant 

funding on developing a research-oriented, custom-designed 

anthropomorphic robotic hand is often prohibitive [1]. The 

manipulation of a robotic hand is dependent on many design 

parameters, such as the finger length, the range of motion 

(ROM) of the joints, the weight of the robotic hand, or 

transmission types [1]. Traditional end-effectors in robotic 

arms such as 2-fingered grippers are good at what they do, but 

they are specialized for a single or few tasks. Having an end 

effector, a robotic hand that is not just a tool, but can 

manipulate a wide range of tools and objects is of immense 

impact. Such a robotic hand is also of immense use in 

prosthetics for hand rehabilitation. But as we have built things 

around us for humans and the real world is so uncertain, such 

a robotic hand must possess the dexterity and robustness close 

to its human counterparts. Human hand dexterity is quite 

personal, with significant variations in bone lengths and 

shapes, muscle insertions, and even the presence or absence of 

certain muscles [2]. To push the limits of dynamic biomimetic 

anthropomorphic robotic hand study, it is important for 

researchers to have fast and easy access to modify any design 

parameters and conduct fearless experimentation. Our goal is 

to build a robotic hand that is close to the human hand in terms 

of the degree of freedom, range of motion, compliance, and 

Journal Européen des Systèmes Automatisés 
Vol. 56, No. 4, August, 2023, pp. 627-639 

Journal homepage: http://iieta.org/journals/jesa 

627

https://orcid.org/0000-0001-5939-2297
https://orcid.org/0000-0001-7500-2738
https://orcid.org/0000-0002-9217-8476
https://orcid.org/0000-0003-3450-703X
https://orcid.org/0000-0001-6687-282X
https://orcid.org/0000-0001-6274-8610
https://orcid.org/0000-0003-3720-822X
https://orcid.org/0000-0003-2228-5556
https://crossmark.crossref.org/dialog/?doi=10.18280/jesa.560412&domain=pdf


 

object manipulation strategies [3]. The Automation and 

Robotic laboratory of the Faculty of Technology, University 

of Ibadan is set to provide a platform for pushing the limits of 

dynamic biomimetic anthropomorphic robotic hand study in 

Nigeria. The UI hand I is our pioneering effort with great 

potential that can be scaled up, modified, and trained to 

accomplish complex tasks. In the nearest future, we look 

forward to having anthropomorphic robotic hands trained to 

play the keyboard and beat our local drums like “Bata” and 

“Gangan”. 

In the literature, several robotic hands with different degree 

of anthropomorphism and dexterity have been developed with 

varying mechanical design, adopted sensory system and 

control architecture. Xu et al. [1] described the design process 

for a 20-degree-of-freedom, cable-driven, anthropomorphic 

robotic hand. In order to effectively evaluate the kinematic 

arrangement, the survey used a custom-designed physics 

engine to simulate the robotic hand. Studies showed that force 

behaviours, tactile sensing, and actuation speed are all very 

good. In simulated studies, Rajeswaran et al. [4] demonstrated 

that model-free deep reinforcement learning techniques can 

efficiently upgrade to extremely complicated robotic 

manipulators with a high-dimensional 24-DOF hand and fix 

them from inception to completion. Moreover, Liow et al. [5] 

suggested an entirely modular system for a mechanical arm 

with wrist and finger level configurability, enabling the 

attachment and removal of tendon driven fingers without 

instruments, rewiring or retendoning. The experiments have 

demonstrated that the prosthetic hand can capture a diverse 

range of domestic and food products of varying size, shape and 

weight without ejecting fingers and gives the user the ability 

to discard them effortlessly with a single hand. Mnyusiwalla 

et al. [6] demonstrated a new robotic hand capable of fine 

inside-hand adaptive and manipulation grasping. The robotic 

hand is outfitted with fingers based on a human anatomical 

finger model. Tendon-based actuation uses tendons to 

minimise kinematic, friction, and static coupling between 

different finger axes. The findings demonstrated that the finger 

motion has outstanding dynamic characteristics and precision. 

Ultimately, the novel finger design resulted in the creation of 

a fully actuated prosthetic hand with four fingers and 16 

degrees of freedom. Additionally, a cheap, 3D printable, small, 

and light robotic hand was created by Tian et al. [7]. The 

robotic hand has 6 Degrees of Freedom and a mass of 150 g, 

and it has 15 joints that are comparable to those in a genuine 

human hand. Six tiny actuators were all that were needed to 

move the robot arm. Dependably incorporated into the hand 

model is the wrist connecting component, which can be altered 

to fit different robots.  

A five-fingered anthropomorphic gripper was designed in 

their study (Mańkowski et al. [8]) for manipulating stretchy 

components. The manipulator had a hybrid design with two 

tendon-driven digits for reliable power grasping and three 

fully operated fingers for precise manipulation. The design 

makes use of as many commercially available and 3D-printed 

components as is practical for ease of replication. An 

innovative tendon-driven, bio-inspired prosthetic hand 

structure for in-hand manipulation was proffered by Vulliez et 

al. [9]. The progression of tendon routing from the Laboratoire 

de Mécanique des Solides hand to the new RoBioSS dexterous 

hand was the central subject of their research. Between 

actuators and joints, the new design's motion transmitter 

generates only linear coupling connections. Results from 

experiments utilizing an identical procedure for the old hand 

and the new hand show how the mechanical design has 

improved over time. The mechanical performance of robotic 

fingers could be improved, greatly simplifying the hand 

control software. Furthermore, Wang et al. [10] unveiled a 

novel configurable tactile sensory dexterous hand for 

household robotic systems. The fully actuated hand has one 

palm and three fingers, as well as integrated tactile detectors, 

control boards and motors. The palm and each finger have two 

degrees of freedom. The modular architecture makes it simple 

for even non - technical users to detach and attach the hand. 

The tactile sensor module with a new arrangement can help to 

reduce detector number while maintaining sensitivity. A 

number of tests were carried out to test the detector unit and 

assess hand effectiveness with an object set. The results 

demonstrated that the sensor module could provide accurate 

sensing results as well as recognise constant vibration data, 

and that the hand has exceptional grasp potential. 

Additionally, Li et al. [11] demonstrated a general-purpose 

prosthetic hand with customizable antagonistic fingers and 

adhesive soft modulations capable of grasping and 

manipulating. The modular antagonistic fingers, hand-like 

configuration, compliant joints, soft modulations, and tendon-

driven actuation inspired by the human hand with rigid and 

soft structures are all part of the anthropomorphic design. The 

robotic hand is made up of five fingers that have numerous 

joints and a palm that has two joints. Through conceptual 

coupling, the components can be quickly assembled to modify 

the degrees of freedom and finger length for variable-

workspace manipulation/grasping. The study findings 

confirmed the soft adhesive modulations and the robotic 

hand's ability to perform different types of 

manipulation/grasping. 

He et al. [12] designed the prosthetic hand in accordance 

with the anatomic structures of the hand and took these 

structural characteristics into consideration when creating the 

robotic hand in a bid to develop one that is as flexible as a 

prosthetic hand. A grabbing demonstration was carried out 

using simple objects from daily life to assess how well the 

planned prosthetic hand would perform in real-world 

situations. The outcomes demonstrated the high performance 

and realistic appearance of the suggested prosthetic hand. On 

top of that, a low-cost 3-axis fingertip force sensor for robotic 

manipulation was described by Xu et al. [13]. The design 

makes use of 3D printing technology to its fullest potential and 

takes crucial aspects like modification and maintainability into 

account. The end product is a sensor with a removable 

fingertip made of 3D-printed materials and a cantilever 

mechanism that enables the detection of contact forces using 

three readily available, reasonably priced force sensors. Tian 

et al. [14] outlined a quick and efficient process that combines 

digitization and 3D printing methods to turn a physical hand 

into a cable-driven robotic hand that is printable in three 

dimensions. The procedure entails sectioning the 3D digitised 

hand model, including joints, and turning it into a 3D printable 

model. Their solution, which was obtained through 3D 

scanning, maintains over 90% of the geometrical information 

of a human hand1 when compared to other robotic strategies. 

A comprehensive review on anthropomorphic robotic hands 

development can be found in Gama Melo et al. [15]. Although 

significant amount of work has been carried out in this area, 

but most anthropomorphic hands are still expensive, driven by 

expensive pneumatic actuators, or do not have many of the 

degrees of freedom found in the human hand. Significant work 

was done by Xu et al. [1] to create a low-cost, modular, 20-
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DOF robotic hand. This is also powered by pneumatic 

actuators, increasing the cost of the system, and the 

biomechanics can still be greatly improved. Further work on 

this (Xu and Todorov [16]) resulted in a significantly 

improved hand, but without the wrist incorporated yet. We 

present a 26-DOF system, actuated by motors to reduce cost, 

and incorporates a wrist. With a wrist incorporated, our robotic 

hand can easily be attached to an existing robotic arm, 

increasing its versatility. Our approach is to first understand 

the important mechanical features of the hand, and then 

develop mechanical models of these features and compare 

with the human hand. This will result in a mechanical hand 

that mimics the human hand with a higher degree of freedom 

and range of motion. 

 

1.1 Anatomy of the human hand 

 

Anatomically, the major mechanical structures of the 

human hand are bones; bone articulations (joints); muscles and 

tendons; and ligaments [17, 18]. There are a total of 29 bones, 

5 types of bone articulations, and more than 30 muscles in the 

human hand and wrist [19]. These work together to create the 

flexion, extension, adduction, abduction, and axial rotation 

movements (Figure 1) observed in the human hand and wrist. 

 

 
 

Figure 1. Movements at the joints of the hand: (a) 

Abduction; (b) Adduction; (c) Flexion/Extension at the MCP 

joint; (d) Flexion/Extension at the IP joint (Basic Medical 

Key, 2022) 

 

In naming and describing the various parts of the hand, 

various anatomical terms are commonly used. These terms are 

defined next. Anterior, Posterior, Palmar, Dorsal, Lateral, 

Medial, Radial, Ulnar, Proximal, and Distal are used to 

describe an area on a part or the direction in which a part is 

relatively positioned in the hand. Anterior or palmar describes 

a direction towards the palm of the hand, while posterior or 

dorsal describes a direction towards the back of the hand. 

Lateral or Radial(is) describes a direction towards the thumb 

of the hand in question, while medial or ulnar(is) describes a 

direction towards the little finger of the hand in question. 

Distal describes a direction upwards, while proximal describes 

a direction downwards towards the thumb. The terms 

adduction, abduction, flexion, and extension are used to 

describe the different movements of the joints of the hand. The 

term adduction describes rotation towards the centreline of the 

hand, while abduction describes rotation away from the 

centreline of the hand. The centreline passes through the 

middle finger down to the wrist. Flexion describes rotation 

towards the palmar surface of the hand, while extension 

describes rotation away from the palmar surface of the hand. 

The term 'Digitorum' in part names refers to the digits of the 

hand; the term 'Digiti Minimi' refers specifically to the little 

finger; and the term 'Pollicis' refers specifically to the thumb.  

1.1.1 Bones 

The bones of the hand are grouped into carpals, metacarpals, 

and phalanges [20]. The other two bones that make up the wrist 

are the radius and ulna in the forearm (Figure 2a). Fingers II 

to V have 3 phalanges each (distal, middle, and proximal 

phalanges), while digit I has only 2 phalanges (distal and 

proximal phalanges). The metacarpals are the long bones 

occupying the bulk of the palm area [21]. Each finger has a 

metacarpal bone just below (proximal to) the proximal 

phalanx. The long bones - phalanges and metacarpals - have a 

head and a base where they articulate with neighbouring bones 

(Figure 2b). The geometry of the articulation surface 

contributes to the degree of freedom and range of motion at 

these articulations. 

 

 
 

Figure 2. (a) Bones of the hand and wrist; (b) Head, body 

(shaft) and base of long bones; (c) Joints of the hand and 

wrist [22] 

 

1.1.2 Bone articulations (joints)  

There are five important types of bone articulation found in 

the hand and wrist - the radiocarpal, intercarpal, 

carpometacarpal, metacarpophalangeal, and interphalangeal 

joints (Figure 2c) [22]. The radiocarpal joint is formed 

between the radius and carpal bones and allows for 

flexion/extension and adduction/abduction at the wrist (2 

DOF). The intercarpal joints are formed between the carpal 

bones. The intercarpal joints are relatively fixed as only slight 

movements are observed there. The carpometacarpal (CMC) 

joints are formed between the carpals and metacarpal bones 

and are fixed joints for digits II to IV. The CMC joint for digit 

I (CMC I, also called TMC) allows for flexion/extension, 

adduction/abduction, and axial rotation movements (3 DOF) 

at the base of the thumb. CMC V also allows for movements 

like CMC I but very slightly. To allow for the degree of 

freedom at the CMC joint, the articulation surface geometries 

at the CMC I joint are roughly complementary saddle surfaces. 

The metacarpophalangeal (MCP) joints are formed between 

the metacarpals and the proximal phalanges [23]. The MCP 

joints allow for flexion/extension and adduction/abduction 

movements (2 DOF) of the proximal phalanges. For MCP II - 

V, the articulation surface geometries are roughly spherical. 

The interphalangeal (IP) joints are formed between the 
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phalanges of the digits, allowing for flexion/extension 

movements (1 DOF) of the middle and distal phalanges. Digits 

II to V have two interphalangeal joints each: the distal 

interphalangeal (DIP) and proximal interphalangeal (PIP) 

joints. Digit I have only 1 IP joint between its distal and 

proximal phalanges. The articulation surface geometries at the 

IP joints are roughly cylindrical. 

 

1.1.3 Muscles and tendons 

The muscles of the hand are divided into intrinsic muscles 

(Figure 3) and extrinsic muscles (Figure 4). The intrinsic 

muscles have their origin within the hand and attach to the 

bones within the hand. The intrinsic muscles include the 

Dorsal Interossei, the Palmar Interossei, the Lumbricals, the 

Thenar muscles, and the Hypothenar muscles. The extrinsic 

muscles have their origin outside the hand, within the forearm, 

and attach to the bones within the hand. The extrinsic muscles 

include the Flexor Digitorum, the Extensor Digitorum, some 

Pollicis, and Carpi muscles [24]. 

 

 
 

Figure 3. Intrinsic muscles of the hand [24] 

 

 
 

Figure 4. Extrinsic muscles of the hand [24] 

 

The Dorsal Interossei are four in number, and they are each 

responsible for abduction of the digits 2 to 4 at the MCP joint. 

The Palmar Interossei muscles are each responsible for the 

adduction of the digits 2, 4, and 5 at the MCP joint. (Digit 3 

has no palmar interosseous muscle but has two dorsal 

interossei). The Dorsal and Palmar Interossei also serve the 

function of flexion at the MCP joints and extension at the IP 

joints via the extensor hood mechanism of the digit they each 

attach to. The lumbrical muscles are four in number, and each 

produces flexion at the MCP joints of digits 2 to 5 and 

extension at the IP joints via the extensor hood mechanism of 

the digit they attach to. The Thenar muscles are four muscles 

that act on the thumb. These include the adductor pollicis, 

which primarily functions to adduct the thumb at its CMC joint; 

the abductor pollicis brevis, which abducts the thumb at its 

CMC joint; the flexor pollicis brevis, which flexes the thumb 

at its MCP and CMC joints; and the opponens pollicis, which 

primarily functions to produce thumb opposition at the CMC 

joint. The Hypothenar muscles include the abductor digiti 

minimi, which primarily abducts and flexes digit 5 at its MCP 

joint; the flexor digiti minimi, which flexes digit 5 at its MCP 

joint; the opponens digiti minimi, which functions to flex and 

laterally rotate digit 5 at its CMC joint; and the palmaris brevis, 

which helps to wrinkle the skin over the hypothenar eminence 

[24]. 

The Flexor Digitorum Superficialis muscles each insert on 

the middle phalanx of digits 2 to 5 and produce flexion at the 

PIP and MCP joints. The Flexor Digitorum Profundus muscles 

each insert on the distal phalanx of digits 2 to 5 and produce 

flexion at the DIP, PIP, and MCP joints. The Extensor 

Digitorum muscles each insert into the extensor hood of digits 

2 to 5 and produce extension at the IP and MCP joints. The 

Extensor Pollicis Brevis inserts on the dorsal surface of the 

base of the proximal phalanx of the thumb and produces 

extension at its MCP and CMC joints. The Extensor Pollicis 

Longus inserts on the dorsal surface of the base of the distal 

phalanx of the thumb and acts to produce extension at its IP 

and MCP joints. The Flexor Pollicis Longus inserts on the 

palmar surface of the distal phalanx of the thumb and flexes 

the thumb at its IP and MCP joints. The Abductor Pollicis 

Longus abducts and extends the thumb at its CMC joint. The 

Flexor Carpi Radialis flexes and abducts the wrist; the Flexor 

Carpi Ulnaris flexes and adducts the wrist; the Extensor Carpi 

Radialis extends and abducts the wrist; and the Extensor Carpi 

Ulnaris extends and adducts the wrist [24]. 

The muscles terminate in tendons, which insert into the 

bones that they actuate. The actions of the muscles are 

contraction and relaxation only. Different muscles also work 

together to achieve fine control of the joints through the co-

contraction of the muscles [25]. 

 

1.1.4 Ligaments 

Ligaments provide structures that hold the bones in place at 

the joints and limit the range of motion as depicted in Figure 

5. They also provide structures that serve as tendon tunnels to 

hold the tendons in place and close to the bones during 

movement. Hence, the ligaments of the hand perform the 

functions of stabilising joints, limiting the range of motion, 

and providing a routing tunnel for the alignment of the tendons. 

The ligaments of the hand are associated with different joints 

and bones of the hand. Associated with the phalangeal bones 

are the annular and cruciform ligaments on the palmar aspect 

of the phalanges. These ligaments provide small tunnels 

through which the Flexor Digitorum tendons pass. They 
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facilitate the smooth gliding of the Flexor Digitorum tendons, 

keep them attached to the phalanges during movement, and 

allow for force distribution from the tendons to the phalanges. 

Associated with the interphalangeal joints are the palmar 

interphalangeal ligaments and the collateral interphalangeal 

ligaments. The palmar interphalangeal ligaments prevent 

hyperextension, while the collateral interphalangeal ligaments 

prevent excessive adduction-abduction movement at the 

interphalangeal joints. At the metacarpophalangeal joints, the 

palmar metacarpophalangeal ligaments prevent 

hyperextension. At the carpometacarpal joints, the dorsal 

carpometacarpal ligaments and palmar carpometacarpal 

ligaments stabilise the carpometacarpal joints and limit gliding 

movements. The flexor retinaculum ligament of the wrist 

stabilises the carpal bones and provides a tunnel for the flexor 

tendons. Similarly, the extensor retinaculum ligament of the 

wrist stabilises the carpal bones and provides a tunnel for the 

extensor tendons of the hand. 

 

 
 

Figure 5. Ligaments of the hand and wrist [24] 

 

 

2. METHODOLOGY  

 

2.1 Modelling of bones and joints 

 

Appropriate mechanical models that mimic the mechanics 

of the hand and wrist were modelled using Fusion 360 

software, with all kinematic data of the bone and joints taken 

from the CT scan’s mesh (Figure 6) of an actual human right 

hand developed by the Visible Human Project [26]. Each 

phalanx of the digits is modelled as a single link, providing 

insertion point structures for the tendons and the extensor hood 

attached to it. The carpal bones and metacarpals II-IV have no 

significant relative motion between them, and so they are 

modelled as a single link, the carpals-metacarpals link. 

Metacarpals I and V are modelled as separate links since they 

can move at their CMC joints. The tendons are motor driven, 

so the carpals-metacarpals link, metacarpal I, and V links also 

provide structures for the attachment of the intrinsic motors 

(muscles). The base of the carpals-metacarpals link also 

provides insertion point structures for the tendons attached to 

the carpals. 

While the interphalangeal joints have more intricate motion 

and the rotation axis is not fixed, they can be effectively 

approximated as revolute joints. To allow for a modular design 

and fast prototyping, snap-on joints are employed at all joints 

in the hand [1]. Also, instead of ligaments, hard stops are used 

to provide joint limits at all joints in the hand. While this 

reduces compliance, we focused on the DOF and ROM for this 

design, and compliance will be addressed in the next iteration. 

Like the IP joints, the MCP joints have a more intricate 

motion, but the major movements are modelled with a 

universal joint, except for MCP I, which we model as a 

revolute joint. We modelled the CMC joint with three revolute 

joints. Two revolute joints with perpendicular rotation planes 

and a vertical offset between their axes of rotation were used 

to model flexion/extension and adduction/abduction. With this 

arrangement, the locus of a point on the follower link draws 

out a saddle surface, like the articulation surface geometry 

observed at the CMC I joint. The axis of the third revolute joint 

is perpendicular to the first two and located vertically between 

these axes. The third revolute joint allows for axial rotation at 

the CMC joint. We modelled the RC joint with two 

perpendicular revolute joints. While in the human hand, the 

rotation axis for adduction/abduction is mostly distal to the 

axis for flexion/extension during movement, this arrangement 

will affect the grasping in our robotic hand which uses revolute 

joints, or it will push the RC joint too low into the forearm. 

Instead, we have positioned the axis for flexion/extension 

distal to the axis for adduction/abduction. We hope the control 

system will learn to adapt to this uniqueness and still achieve 

dexterity. 

 

 
 

Figure 6. CT scan image of the right hand and wrist [26] 

 

2.2 Modelling of muscles and tendons 

 

A tendon-based transmission system is used to model the 

action of the muscles and tendons in the hand. Tendon-based 

transmissions have been widely used in actuating dexterous 

robotic hands [27]. Tendon transmission makes it possible to 

place the actuators of joints remotely from the joints they 

actuate, allowing for more actuators to be included for control 

of more degree-of-freedoms in the hand. This design also 

reduces the inertia and mechanical complexity of the actuation 

system, allowing for improved morphology of the hand. 

Nazma and Mohd [27] presented a review on tendon driven 

robotic hands. Hence, a muscle and tendon are modelled as a 

pulley-cable system. A tendon-cable is attached to a pulley 

which is actuated by a motor. (The selection procedure for the 

motors is further discussed in section 2.4). Contraction is 

mimicked by driving the pulley in a direction that reduces the 

cable length, and relaxation by applying zero torque on the 

pulley. The tendon-like cables transmit force to the bones to 

actuate the different joints. Certain muscles of the hand have 

more than one insertion point, e.g., the Extensor Digitorum 
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Communis. The Extensor Hood structure attached dorsally to 

the phalanges facilitates this behaviour [28]. Effectively, this 

can be seen as different fibres of the same tendon travelling to 

insert at different points. We model this by having different 

cables from the same pulley inserted at the different insertion 

points of the muscle, and the different cables of the same 

pulley are made to pass through the same route. 

Sliding surfaces positioned along the bone links are used to 

route the tendons. While the use of sheaths is a convenient 

solution, it introduces distributed friction along the tendon, 

which introduces hysteresis and dead zones in the transmission 

system characteristics [29-31]. To reduce friction and wear of 

the sliding surfaces, the tendon surface must be smooth. We 

adapted 0.46 mm Spectra® fiber for our tendons [1]. Spectra 

fiber demonstrates high strength, stiffness, smoothness, 

abrasion resistance, and virtually no spool memory. This is 

very well suited for our application. 

 

2.3 Measuring similarity of CAD model and CT scan 

 

Our model has a visually appealing appearance but, we'll 

like to evaluate how similar it is to the reference CT scan and 

the human hand in general. For this we computed an 

Intersecting Volume Ratio (IVR) which we define as shown in 

Eq. (1): 

 
 . mod    

.   

Intersecting vol of el and CT scan
IVR

Vol of mod el
=

 
(1) 

 

This ratio tells us how much of the 3D volume of our model 

is common to the model and the CT scan, and it serves as a 

numerical evaluation of similarity between our model and the 

CT scan. To compute the IVR, the first step is to match the 

orientation of the two 3D models. The orientation is adjusted 

iteratively until a maximum intersection volume is obtained. 

We did this step manually, but it can also be algorithmically 

determined. Next, the intersecting volume and the volume of 

the CAD model are evaluated, and the IVR is computed 

according to Eq. (1). 

 

2.4 Determination of actuators specifications 

 

 
 

Figure 7. Tension distribution for the flexor digitorum 

profundus tendon 

 

Torque controlled DC motors will be used to drive the 

tendons. To specify the motors for the hand we first trained a 

reinforcement learning (RL) agent for direct tendon force 

control [32]. The same agent will control the physical robot 

hand. (Details of the RL control is provided in sections 2.7 and 

3.4). We perform rollouts on thousands of teleoperation targets 

and collect data of the tensions applied to each of the tendons 

by the agent to reach the targets. This gives us a distribution 

of the tension required for each tendon during operation. This 

tension distribution is then used in providing a specification 

for the motor of each tendon. A sample tension distribution 

from preliminary results is shown in Figure 7. 

The motor torque is obtained with Eq. (2). 

 

Motor Torque = Tendon tension × Pulley radius (2) 

 

To specify a tendon’s motor torque capacity, a 

representative value for tendon tension from the tension 

distribution is used in the motor torque equation. The value 

depends on the nature of the distribution. Usually, a value 

between the 75th percentile and the max will be chosen. This 

torque capacity is validated by fine-tuning the agent on the 

new tendon tension limit and verifying that control is achieved. 

The initial tendon tension upper limits are from high guesses, 

the agent optimizes for tension magnitude and uses the lowest 

possible tendon tension for control. Suitable values for the 

pulley radii are determined as the design progresses. The 

instantaneous motor power is obtained with Eq. (3). 

 

Motor power ≈ Tendon power = Tendon tension × 

Tendon linear speed 
(3) 

 

A distribution of the tendon power is also obtained from the 

rollouts by the agent. To specify the motor power capacity, a 

representative value from the distribution is also chosen 

depending on the nature of the distribution. 

 

2.5 Computing and communication system 

 

A Raspberry Pi (RPi) 4 Model B is chosen as the main 

computer of the system. With a 4GB RAM and a Quad Core 

processor @ 1.5GHz, this board will run the RL model, handle 

communication, and other software demands for the 

teleoperation of the hand. The RPi is also responsible for 

controlling the 34 motors in the hand via appropriate Hardware 

Attached on Top (HAT) modules. The HATs make it possible 

to control multiple PWM outputs via just two 12C pins. RPi 

communicates with the HAT via 2 12C pins, while the HAT 

handles PWM without any processing overhead on RPi. (A 

single Adafruit PWM HAT can control up to 16 PWM outputs, 

and features stacking up to 62 HATs to get even more PWM 

outputs). RPi will run the control loop at a sampling frequency 

of 12.5 Hz to control the motors. This follows from the action 

time (time between torque commands) of the RL agent as 

discussed in section 2.7. As part of the domain randomization 

in training the RL agent is randomizations on the action time, 

so that agent is robust to possible variations in the action time. 

While the RPi has a fast enough processor, this consequently 

relieves the strict timing requirement on the control loop. 

 

2.6 Deep Reinforcement Learning (RL) control 

 

The control approach is to move the fingertips of the robotic 

hand to the fingertips poses of the operator (teleoperation). In 
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the human hand, contraction of a muscle to flex or extend a 

joint tends to flex or extend the joints proximal to (below) that 

joint too [33]. For instance, contraction of the Flexor 

Digitorum Superficialis to flex the PIP joint also results in 

flexion at the MCP and wrist joints [34, 35]. This behaviour 

translates to the anthropomorphic robotic hand too. Hence, 

control of the hand requires a robust control system that can 

handle the complexities and uncertainties of the 

anthropomorphic robotic hand. For robust control, we used 

Deep RL to train a model that can learn a suitable policy to 

control the hand. Our RL model was implemented and trained 

using the Stable Baselines3 (SB3) library. Stable Baselines3 

(SB3) is a set of reliable implementations of reinforcement 

learning algorithms in Python, built on top of the PyTorch 

library. The Soft Actor-Critic (SAC) algorithm from SB3 was 

used in training our RL agent. SAC is an off-policy, max-

entropy algorithm, and its design aligns well with the 

challenges posed by robotic tasks, making it a popular choice 

for improving the performance and adaptability of robotic 

control systems [36, 37]. Yu and Wang [38] present a review 

on dexterous manipulation for multi-fingered robotic hands 

with reinforcement learning. 

Our RL agent was trained in a Mujoco Simulation of the 

hand. The observation is the cartesian positions of the 

fingertips, the targets, and the velocity of the fingertips. The 

action space is continuous, the action is the tension applied to 

each tendon, and the time between actions (action time) of the 

agent is 80 ms [39]. The target for each episode is randomly 

sampled from the workspace of the fingertips, and the 

environment is solved when all fingertips come within a 

distance threshold to the target. The reward function is adapted 

from the work of Caggiano et al. [40] and is given by Eq. (4). 
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Where reach_dist is the distance of the fingertips to the 

target, solve_th is the distance threshold of the fingertips to the 

target below which the environment is solved, act_mg is the 

magnitude of the tension applied to the tendons; far_th is the 

distance threshold above which the fingertips have moved too 

far from the target and the episode is terminated. w1, w2, w3 

and w4 are weighting factors for each term in the reward 

function. 

The performance of the control approach is evaluated on the 

satisfactory achievement of different poses in the human hand 

when the robotic hand is teleoperated on a variety of human 

tasks. The hand is teleoperated for an extended period of time 

on various human tasks - operating machines and handling 

tools, operating a computer, driving a vehicle, etc. The 

operator's hand poses are sampled during the operation and 

replicated on the robotic hand at up to 12.5 Hz. The evaluation 

metrics used are the average position error and the time delay 

error in replicating the operator's hand poses for different tasks. 

An optimal performance minimises these metrics below set 

thresholds. 

Solving the control problem in simulation doesn't guarantee 

performance in the real world [38]. Several factors such as 

friction, material properties, and sensor inaccuracies, can lead 

to discrepancies that affect the hand's performance when 

deployed in real-world scenarios. Several Simulation to Real 

(Sim2Real) robot transfer techniques are used to address this 

problem. We'll apply Adaptive Domain Randomization from 

the work by Akkaya et al. [41] to ensure that the policies 

learned by the agent in the Mujoco Physics simulator transfer 

to the real world. To further tackle the potential challenges of 

discrepancies that might arise between simulation and the real 

world, we'll use techniques such as domain adaptation, fine-

tuning with real-world data, and reinforcement learning from 

human feedback to assist in handling uncertainties and 

improving the adaptability of the system. 

The trained agent is further used down the design pipeline 

to determine the specifications for the motors that will drive 

the tendons. The distribution of the tension used by the agent 

during control are collected from simulation and used to 

determine the required motor torque and power capacity as 

described in section 2.4. Section 3.4 presents preliminary 

results on the use of SAC for controlling a single finger and 

data from simulation for determining motor specifications. 

 

2.7 Teleoperation 

 

For teleoperation of the hand, a hand motion capture device 

to track the pose of an operator’s fingertips is required. We 

have chosen the Leap Motion Controller (Figure 8), which is 

effective for our application and cheap compared to most 

motion capture gloves. The device plugs in via USB to a host 

computer, from where pose target commands can be sent 

wirelessly to the robotic hand. 

 

 
 

Figure 8. Leap Motion Controller [42] 

 

 

3. RESULTS AND DISCUSSION  

 

3.1 The 3D model of bones and joints 

 

Based on the mechanics model of the bones and joints, CAD 

models of the bones and joints were created in Fusion 360. 

This results in a model that geometrically resembles the human 

hand (Figure 9). The detailed model of the Phalanges and IP 

joints, CMC joint and the RC joint are shown in Figure 10. 

The overall dimensions of the hand are 250 × 105 × 45 mm 

(Figure 11) which falls in the range of the dimensions of the 

human hand. The 3D model will be 3D printed using 

Polylactic Acid (PLA) filaments. With PLA the total mass of 

the system is ~450 g, which also falls in the range of the mass 

of a normal human hand.  

 

633



 

 
 

Figure 9. 3D model of the UI Hand I 

 

 
 

Figure 10. Detail of the mechanics model of the bones and 

joints: (a) Phalanges and IP joints; (b) CMC joint; (c) RC 

joint 

 

 
 

Figure 11. Overall dimensions of the hand and wrist 

 

3.2 Comparison of the developed model with the CT scan’s 

mesh 

 

Figure 12 shows our model of UI Hand I overlaid with the 

CT scan of the hand and wrist for comparison. The CT scan of 

the hand is that of a normal human (female, adult) from the 

visible human project [43]. Because all kinematic data were 

read off the CT scan’s mesh, all links in the model can be seen 

to share the same kinematic length and pose with the 

corresponding link in the CT scan. 

We computed the Intersecting Volume Ratio (IVR) 

according to Eq. (1). After matching the orientation of the 

CAD model and the CT scan’s mesh, the IVR is computed 

accordingly. Table 1 shows the results of the IVR computation 

for the wrist, carpals, and metacarpals region of the hand. The 

IVR is smaller when computed with the mesh of the bones 

only. We can obtain a higher IVR by computing with the CT 

scan of the full hand which includes the flesh covering, and 

this approach will be employed in further work. 

 

 
 

Figure 12. Comparison of the proposed model with CT scan 

of the human hand and wrist 

 

Table 1. IVR for the wrist, carpals, and metacarpals region 

 
Parameter Value 

Intersecting volume 7.254E4 mm3 

Model’s volume 1.218E5 mm3 

IVR 0.60 

 

3.3 Model of muscles and tendons 

 

The pulley-cable actuation system model of the muscles and 

tendons was created in the Simscape Multibody software. 

Figure 13 shows the pulley-cable actuation system of the index 

finger, including its Palmar Interossei, Dorsal Interossei, and 

Extensor Digitorum Communis muscles. To model the 

Extensor Hood Mechanism, 3 cables originate from the pulley 

of each of these muscles. These cables then insert at the 

corresponding insertion points of the muscle and the Extensor 

Hood, one cable per insertion point. 

 

 
 

Figure 13. 3D model of the pulley-cable actuation 

mechanism showing the origin and insertion points of the 

muscles 
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3.4 Preliminary results on reinforcement learning control 

 

As part of the preliminary efforts, we successfully used the 

Soft-Actor Critic (SAC) algorithm to train an agent for the 

control of a single finger. SAC is an off-policy learning 

algorithm and is preferred for training robotic systems due to 

its sample efficiency, as it can learn from both past and current 

data. SAC is also preferred due to its ability to handle 

continuous action spaces, incorporate entropy regularisation 

for better exploration, utilise both policy and value functions, 

and exhibit robustness and stability during learning. 

The single-fingered environment of the hand has 4 DOFs 

and 5 tendons. Learning curves for the average episodic return 

and episodic length are shown in Figure 14 and Figure 15. The 

maximum episodic length is 200 steps, and the maximum 

episodic return for the environment is 1,800 which 

corresponds to solving the task within the first step i.e., 80ms. 

The final model had an average episodic return of 1,100 and 

an average episodic length of 194 steps. After training, the 

model was evaluated to inspect the tendon tensions used by the 

model as described in Section 2.4. Distributions of the tension 

applied in each of the tendons are shown in Figures 16-20. The 

initial tension limit for all the tendons is 5N. The results show 

that the agent has optimized for tension magnitude by using 

less than 5N most of the time. Figure 18 shows that the tendon 

that requires the highest tension is the Extensor Digitorum 

Communis - a single tendon that extends the finger at 3 joints. 

Figure 18 also hints that the tension limit for this tendon will 

need to the increased as the agent gets to the tendon's tension 

limit very often. 

 

 
 

Figure 14. Average episodic return of SAC agent on single-

finger environment 

 

 
 

Figure 15. Average episodic length of SAC agent on single-

finger environment 

 

 

 

 
 

Figure 16. Tension distribution for the flexor digitorum 

superficialis 

 

 

 
 

Figure 17. Tension distribution for the flexor digitorum 

profundus 
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Figure 18. Tension distribution for the extensor digitorum 

communis 

 

 

 
 

Figure 19. Tension distribution for the dorsal interossei 

 

 
 

Figure 20. Tension distribution for the palmar interossei 

 

3.5 Schematics of the UI Hand I  

 

Figure 21 shows the system schematic of UI Hand I include 

(1) the Leap Motion Controller and (2) a host computer for 

teleoperation; (3) a Raspberry PI onboard the robotic hand for 

computing and communication; (4) a power supply; (5) the 

motor driver board that drive the motors; (6) dc motors; (7) 

and the link assembly of the robotic hand. 

The Leap Motion controller was chosen for teleoperation as 

it is a cheaper motion capture device for the hand when 

compared to many motion caption gloves. Compared to other 

single-board computers like BeagleBone Black and Jetson 

Nano, the Raspberry Pi 4 SBC also provided a good balance 

between performance and cost. While the Raspberry Pi 4 

doesn't provide a GPU like the Nvidia Jetson Nano, it has a 

speed good enough for running simple inference on the trained 

RL model. A dedicated power supply unit is chosen to provide 

enough current supply to the 34 motors of the hand during 

operation. 

 

 
 

Figure 21. System schematic of the proposed UI Hand I 
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3.6 Cost estimation  

 

Table 2 shows the cost analysis for the development of our 

robotic hand. 

 

Table 2. Cost estimation for the proposed UI Hand I 

 

Component 
Unit Cost 

($/unit) 
Quantity Total ($) 

3D Printing of PLA 

Links 
219.40/Kg 0.5Kg 109.70 

Tendons (Spectra 

Fibre) 
48.50/spool 1 spool 48.50 

IND-GM-609-26.45 9.70/unit 10 97.00 

IND-GM-609-136 10.62/unit 17 180.54 

IND-GM-609-699 11.55/unit 4 46.20 

Raspberry Pi (Pi 4 

Model B) 
230.95/unit 1 230.95 

Leap Motion Controller 265.59/unit 1 265.59 

Tactile Sensor 9.24/unit 20 184.80 

Surgical Gloves 9.24/pack 1 9.24 

Power Supply and 

motor controller board 
69.28/unit 1 69.28 

Total 1, 241.80 

 

3.7 Future work 

 

As we continue with the development of the UI Hand I, the 

implementation of the RL model and the results obtained from 

simulation will be finetuned. Subsequently, the model of the 

mechanics of the hand will be implemented, and the actuation 

system will be verified. The trained model will be deployed on 

the real hand using the various Sim2Real techniques discussed 

in Section 2.7, and the performance of the control system will 

be evaluated on the real hand. In a future iteration of the UI 

Hand, we will include a tactile sensing subsystem, which will 

improve the performance of the robotic hand for in-hand 

grasping and manipulation tasks [44]. 

 

 

4. CONCLUSION  

 

The study aims to improve the fidelity of biomimetic 

robotic hand design. We achieve this by using methods and 

models that help to mimic both the form and mechanical 

features of the human hand. This yields a highly dexterous, 26 

degrees of freedom anthropomorphic robotic hand, which 

captures all the degrees of freedom in the human hand and 

wrist. We achieved robust control by using a Deep 

Reinforcement Learning agent that was trained using the Soft-

Actor Critic algorithm for teleoperation. The successful 

implementation of the UI Hand I will open up enhanced 

dexterity and automation in applications such as spacewalks, 

industrial operations, construction, prosthetics, and many 

more. 
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