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The rise of Industry 4.0 and smart manufacturing has highlighted the importance of 

utilizing intelligent manufacturing techniques, tools, and methods, including predictive 

maintenance. This feature allows for the early identification of potential issues with 

machinery, preventing them from reaching critical stages. This paper proposes an 

intelligent predictive maintenance system for industrial equipment monitoring. The system 

integrates Industrial IoT, MQTT messaging and machine learning algorithms. Vibration, 

current and temperature sensors collect real-time data from electrical motors which is 

analyzed using five ML models to detect anomalies and predict failures, enabling proactive 

maintenance. The MQTT protocol is used for efficient communication between the 

sensors, gateway devices, and the cloud server. The system was tested on an operational 

motors dataset, five machine learning algorithms, namely k-nearest neighbor (KNN), 

supported vector machine (SVM), random forest (RF), linear regression (LR), and naive 

bayes (NB), are used to analyze and process the collected data to predict motor failures 

and offer maintenance recommendations. Results demonstrate the random forest model 

achieves the highest accuracy in failure prediction. The solution minimizes downtime and 

costs through optimized maintenance schedules and decisions. It represents an Industry 

4.0 approach to sustainable smart manufacturing. 
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1. INTRODUCTION

The term “Industry 4.0” is a famous word among industries 

territory. The core of this industrial revolution Internet of 

Things (IoT) and IIoT, Cyber physical, Artificial intelligence 

are changing the original industrial automation approach. The 

transformation in manufacturing is driven by the analysis of 

data gathered from various sensors installed in textile 

production facilities [1-3]. 

Machine maintenance can be classified into four categories: 

“reactive maintenance (RM)”, “preventive maintenance 

(PM)”, “predictive maintenance (PdM)”, and “proactive 

maintenance (PRM)”. Predictive maintenance is the most 

recent form of maintenance, offering extended equipment 

lifespan and enhanced reliability. However, it is considered 

less environmentally friendly and cost-effective compared to 

other solutions [4]. The main idea of predictive maintenance 

is to forecast failures just before they happen, preventing 

unexpected machine downtime and maximizing equipment 

lifespan. In order to make these forecasts, it is necessary to 

store and analyze live data, considering different factors and 

impacts of the gathered signals. There are several 

mathematical methods used in predictive maintenance, 

including: Time Series Analysis, Machine Learning, 

Statistical Process Control (SPC), Reliability Analysis, and 

Failure Modes and Effects Analysis (FMEA) [5]. The machine 

learning (ML) algorithms are particularly well-suited for 

detecting faults by leveraging large datasets. However, 

selecting the appropriate ML techniques for an industrial 

system can be a challenging task. Typically, the data used for 

analysis consists of sensor measurements such as temperature, 

pressure, vibration, rotation speeds, and current [6]. 

2. RELATED WORK

A large number of works have been carried out related to 

predictive maintenance systems which used different 

modeling methods. 

Him et al. [7], utilized an Industrial Internet of Things (IIoT) 

solution to forecast manufacturing defects. Multiple smart 

sensors installed on the welding machine collect the necessary 

data, which is then monitored using statistical process control 

techniques. Machine learning algorithms are employed to 

uncover concealed correlations within the datasets and identify 

abnormal data patterns. Nangia et al. [8], a proposed 

framework was introduced for predictive maintenance in 

Industrial Internet of Things (IIoT) systems. The architecture 

was specifically designed for implementing predictive 

maintenance in the ancillary automobile industry. A case study 

was presented as an example, showcasing a predictive model 

capable of anticipating unexpected machine failures. Martins 

et al. [9], implemented an automatic forecasting model in a test 

bench to identify machine failures and contribute to the 

advancement of algorithms for preventive and descriptive 

maintenance. This implementation aims to improve the 

recognition of machine failures and facilitate the development 

of maintenance strategies that are both preventive and 

descriptive in nature. Kahiomba and Wang [10], an 

experimental framework for predictive maintenance was 
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devised specifically for conveyor motors. This framework 

effectively detects impairments in a conveyor system and 

significantly minimizes the risk of incorrect fault diagnosis 

within the plant. The researchers accomplished this by 

constructing a machine learning model capable of classifying 

whether observed abnormalities pose a threat to production or 

not. Al-Naggar et al. [11], employed Internet of Things (IoT) 

technology to monitor the conditions of four CNC machines 

located in different places simultaneously. Vibration signals 

from the four CNC machines were measured using 

accelerometers, allowing the collection and real-time 

transmission of signals directly to a database. This enabled 

continuous monitoring of the machines' vibration data for 

predictive maintenance purposes. Liu et al. [12], an enhanced 

deep learning-based method for predictive maintenance (PDM) 

was proposed to monitor the real-time condition of the 

machine and to forecast potential faults in advance. Ahmed et 

al. [13], used ANNs and GA in predictive maintenance of 

thermo-electric unit. They conclude that the methodology 

proposed can be applied to all maintenance systems, and it 

gives an excellent indication on developing appropriate action 

plans and what is expected. Ahmed et al. [14], designed and 

implemented an IIoT system to monitor a CNC machine using 

raspberry Pi as a local server, data were uploaded to cloud 

server and a web application has been implemented for 

monitoring. 

This work evaluates five prominent ML algorithms - RF, 

SVM, NB, KNN and LR - on a dataset from an operational AC 

motor system. Results provide insights into the most 

promising techniques for predictive maintenance of motors 

and critical equipment. 

 

 

3. PRELIMINARIES 

 

Predictive maintenance utilizes IIoT and data analysis to 

monitor equipment health and forecast failures, enabling 

proactive maintenance. This work develops an IIoT and 

machine learning-based predictive maintenance solution. 

 

3.1 Machine learning algorithms 

 

It is a field of artificial intelligence that involves systems 

learning from data, identifying patterns, and making decisions 

with little human intervention. Mathematical models are 

developed using machine learning algorithms, which are based 

on a training dataset. These models are then used to make 

predictions or decisions on new data [15]. Five supervised ML 

algorithms - RF, SVM, NB, KNN and LR - were evaluated. 

RF and SVM can handle high dimensionality data. NB 

assumes conditional independence between features. KNN is 

a simple instance-based learner. LR finds the relationship 

between variables. Five labels have been used which are: no 

failure, vibration failure, over current failure, bush failure, and 

stop rotating failure. 

 

3.2 MQTT IoT protocol 

 

The MQTT protocol enables efficient data transmission 

between low-power IIoT devices and servers. Its pub/sub 

architecture allows devices to publish data to a broker, which 

then distributes the data to subscribers. MQTT's low 

bandwidth, low latency and minimal resource requirements 

suit it well for connecting sensors and embedded systems in 

predictive maintenance [16]. 

 

3.3 Sensors 

 

Different types of sensors have been used to collect data 

from the system, these sensors are: 

• The ADXL345 is a 3-axis accelerometer with a 13-bit 

resolution, making it suitable for motor vibration 

measurement. It possesses advantageous characteristics such 

as its compact size, slim profile, and extremely low power 

consumption.  

• The current sensor module ACS712 is utilized to monitor 

the current of the motor. It’s a seamlessly incorporated 

current sensor that exhibits minimal magnetic hysteresis. It 

operates on a single 5V power supply, employing the hall 

effect and providing linear current sensing for both AC and 

DC currents. Additionally, it utilizes a low-resistance 

current conductor and an ADS1115 analog-to-digital 

converter. 

• The temperature sensor selected for this study must possess 

certain essential properties. The MLX90614 Infra-Red 

thermometer was chosen as it offers wide temperature range, 

high accuracy, and non-contact temperature measuring 

capabilities. Additionally, it is compact in size and cost-

effective, making it well-suited for the requirements of this 

research. Also, a SHT21 digital humidity and temperature 

sensor was used to measure the ambient temperature. 

 

 

4. PROPOSED SYSTEM DESIGN 

 

The proposed system integrates an AC motor, sensors, 

Raspberry Pi and MQTT messaging. Vibration, current and 

temperature sensors monitor the motor in normal and failure 

conditions. The Raspberry Pi collects and transmits data via 

MQTT to a cloud server. ML models analyze the data to detect 

anomalies and predict failures, enabling proactive 

maintenance. 

Minimizing mechanical vibration is a crucial factor in the 

design of AC motors. Vibrations can lead to negative 

consequences like reduced lifespan, increased stress, fatigue, 

and noise. Systems experiencing vibrations are susceptible to 

significant damage. Therefore, it is important to measure 

mechanical vibrations in operational systems. These 

vibrations can manifest in axial, radial, and torsional directions, 

requiring the collection of vibration measurements from all 

three axes. The second design criterion for the AC motor 

involves monitoring its current. Exceeding the motor's 

specified current rating mentioned on the nameplate can 

generate excessive heat, which poses a risk to the motor. 

Promptly addressing this heat is crucial to prevent motor 

damage. The third design criterion emphasizes the importance 

of maintaining motor temperatures within specified operating 

conditions. Temperature increases can result from various 

factors, including bushing failure or elevated current. To 

prevent potential problems, it is essential to set temperature 

alarm and shutdown limits for the motor. Neglecting this 

precautionary measure can lead to significant issues in the 

motor. 

The data from sensors were collected during normal and 

fault conditions every 1 second. An unbalance mass was used 

to simulate the vibration in the motor due to unbalance loading. 

A larger capacitor was used to simulate the increased in motor 

current, there was an increased in current and temperature 
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during operation compared to the normal condition. Table 1 

shows size and counts of data set for each classification, while 

Table 2 shows samples of data collected. These data set is then 

provided to a ML algorithm to build a predictive model which 

is uploaded to a cloud server for real time monitoring of a 

system to predict any failure. 

The dataset that is gathered is typically split into three 

distinct groups. The training dataset comprises 80% of the 

collected data and is used to train the model. The validation 

dataset constitutes 10% of the data and is employed to evaluate 

the model's performance and fine-tune its hyperparameters. 

Lastly, the test dataset also makes up 10% of the data and 

serves the purpose of testing the model's effectiveness. At the 

beginning of a project a data scientist must make this division.  

Figure 1 shows the proposed system design when the 

raspberry collect data from sensor and upload then to cloud 

using MQTT protocol. 

 

Table 1. Size and counts of data set for each classification 

 

Failure Type File Size (KB) Count of Data 

No failure 654.3 11996 

vibration failure  316.1 5946 

over current failure 550.7 10092 

Bush failure 157.7 2910 

Stop rotating failure 254.6 4656 

 

 
 

Figure 1. IIoT predictive maintenance model 

 

Table 2. Sample of data collected 

 

 
Accel x 

(1g) 

Accel y 

(1g) 

Accel z 

(1g) 

Amb_Temp 

(℃) 

Object_Temp 

(℃) 

Current 

(Amp.) 
Failure Type 

1 3.656 -1.125 -7.156 22.35 51.69 0.586 No Failure 

2 0.593 -0.625 -7.187 22.38 51.53 0.587 No Failure 

3 -2.5 0.593 -6.687 22.36 51.61 0.610 No Failure 

4 2.781 -1.281 -6.812 22.36 51.63 0.519 No Failure 

5 2.156 -0.687 -7.343 22.38 51.49 0.558 No Failure 

6 -2.25 1.062 -6.937 22.36 51.67 0.606 No Failure 

7 -1.906 0.687 -1.406 22.88 53.03 0.569 Vibration Failure 

8 4.781 -1.562 -8.031 23.15 55.35 1.339 Over Current Failure 

9 0.718 -0.406 -6.875 23.81 65.53 1.041 Bush Failure 

10 -16 -16 -11.375 23.74 54.89 0.672 Stop Rotating Failure 

 

 

5. RESULTS AND DISCUSSION 

 

The aim was to evaluate five ML algorithms for failure 

prediction in an AC motor. Key objectives were to identify 

outliers, compare performance after resampling, and 

determine the optimal model based on accuracy and training 

time.  

 

5.1 Qutliers inspection 

 

The existence of outliers in the acceleration of the x-axis 

and object temperature is indicated by significantly larger 

maximum values compared to the third quartile. To gain a 

better understanding of this observation, boxplots were used 

to visualize the data, and histograms were employed to analyze 

the distribution more comprehensively. 

The boxplots in Figure 2 highlight possible outliers in the 

acceleration of x-axis and object temperature, however in the 

case of acceleration in x-axis there are probably traceable to 

the way outliers are detected using boxplots, in the case of 

object temperature the Gaussian distribution is skewed and it 

is not unrealistic to think that the few observation with 

medium object temperatures are going to fail. As a result, at 

the moment, the outliers are retained and reserved the 

discretion to determine whether to take any action on them 

after evaluating other factors. 
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Figure 2. Numeric features histogram 

 

 
 

Figure 3. Original features distribution 

 

 
 

Figure 4. Features distribution after oversampling 

654



5.2 Comparison after resampling 
 

Figure 3 shows the original features distribution. The first 

thing cloud be observed is that the data augmentation was 

performed successfully, as the feature distribution for faulty 

instances have not been significantly distorted. It should also 

be noted that in 3 axes acceleration, object temperature, and 

current the observations relating to failures have a density peak 

in extreme zones of the distribution.  

This implies that the outliers are not to be imputed to 

mistakes in the dataset building but rather to the natural 

variance of the same. This observation becomes more evident 

when examining the distributions in relation to the individual 

causes of failure: in particular, an almost symmetrical behavior 

is recognized in 3-axes acceleration while in object 

temperature and current a clear separation is observed as 

shown in Figure 4. 

 

5.3 Models validation 
 

In order to determine the optimal model for binary 

classification and predict machine failure, supervised machine 

learning classification algorithms were utilized as part of the 

data mining process. These algorithms rely on labeled data that 

has already been divided into two or more classes, which is 

utilized to create a classification model that can be applied to 

new unlabeled data. The starting dataset is typically divided 

into three subsets: the training dataset used to fit the model, the 

validation dataset utilized to evaluate the model while 

adjusting hyperparameters, and the test dataset utilized to test 

the model. 

 

 
 

Figure 5. Comparison in accuracy between different ML 

models 

 

 
 

Figure 6. Comparison in training time between different ML 

models 

After analyzing the results and assessing the interpretability 

of the model, it is evident from Figure 5 that RF is most 

suitable for failure prediction in the motor system. The model 

can enable timely maintenance decisions and cost savings. 

Limitations include the small dataset size and focus on a single 

machine. Future work will expand to additional sensors, 

motors and manufacturing equipment. Figure 6 shows the 

estimated training time remains approximately the same for all 

models, except for SVM that 20th larger. 

 

 

6. CONCLUSIONS 

 

The aim was to design an effective ML-based predictive 

maintenance solution. Key objectives were evaluating five ML 

models to determine the optimal technique for failure 

prediction in an AC motor system. Results show the RF model 

had the highest accuracy for failure prediction and 

identification. MQTT enabled efficient communication in the 

IoT system. The solution can minimize downtime and costs 

through optimized maintenance. Furthermore, the response 

time of NB is instant, while SVM takes more time, further 

increasing when proceeding with the multi-class classification 

task. The choice of the model depends on the company's needs, 

where NB can be used for faster applications, and RF can be 

used for greater accuracy. 
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