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Hand gesture recognition (HGR) is an essential technology with applications spanning 

human-computer interaction, robotics, augmented reality, and virtual reality. This 

technology enables more natural and effortless interaction with computers, resulting in an 

enhanced user experience. As HGR adoption increases, it plays a crucial role in bridging 

the gap between humans and technology, facilitating seamless communication and 

interaction. In this study, a novel deep learning approach is proposed for the development 

of a Hand Gesture Interface (HGI) that enables the control of graphical user interfaces 

without physical touch on personal computers. The methodology encompasses the analysis, 

design, implementation, and deployment of the HGI. Experimental results on a hand gesture 

recognition system indicate that the proposed approach improves accuracy and reduces 

response time compared to existing methods. The system is capable of controlling various 

multimedia applications, including VLC media player, Microsoft Word, and PowerPoint. 

In conclusion, this approach offers a promising solution for the development of HGIs that 

facilitate efficient and intuitive interactions with computers, making communication more 

natural and accessible for users. 
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1. INTRODUCTION

The objective of this article is to support individuals with 

motor impairments and physical limitations while minimizing 

physical contact with electronic devices and equipment, 

particularly in the aftermath of the Coronavirus pandemic. 

This study strives to advance techniques and methods 

employed in the field of gesture recognition systems (GRS). 

One of the primary advantages of GRS is their capacity to 

provide a natural and intuitive form of interaction with 

technology. This enables users to control computers or devices 

using hand movements, obviating the need for traditional input 

devices such as a mouse or keyboard. GRS are especially 

beneficial for individuals who may experience difficulty 

utilizing conventional input devices. 

It is worth noting that GRS have numerous applications, 

encompassing gaming, entertainment, industrial, and medical 

settings. For instance, in the gaming industry, GRS can be 

employed to control characters or objects within a game. In the 

medical field, they can be utilized to operate robotic surgical 

equipment [1], enhancing precision and control. 

Traditional gesture recognition algorithms often face 

limitations regarding accuracy and response time. The primary 

goal of this paper is to address these limitations by introducing 

a novel architecture capable of significantly improving the 

accuracy and response time of hand GRS. This is achieved 

through the implementation of an intermediate layer for 

controlling graphical user interfaces using hand gestures. 

By advancing the field of GRS and addressing existing 

limitations, this study contributes to the development of more 

efficient and accessible technologies for individuals with 

motor impairments and physical limitations, as well as for 

general users who seek to minimize physical contact with 

electronic devices and equipment. 

It is important to mention, this paper presents two main 

contributions: 

• A comprehensive review of recent literature on

gesture recognition, highlighting various studies and 

approaches. 

• A novel approach for HGR and Interface

Development. 

Moreover, the structure of the paper is outlined as follows: 

Section 2 provides an overview of relevant research, Section 3 

details the new approach, Section 4 showcases the findings of 

the experiments conducted, and Section 5 concludes the paper. 

2. LITERATURE REVIEW

Machine learning is used in the developing subject of hand 

gesture identification to precisely detect human hand motions. 

Several studies have been read in order to obtain insight into 

how hand gesture recognition algorithms work. Both dynamic 

and static gestures are covered in the literature on hand gesture 

recognition. Static hand gestures are represented by a single 

image per gesture, whereas dynamic hand gestures are moving 

gestures that are Showcased by a series of images. Dynamic 

gestures involve processing several frames, which makes them 

difficult for real-time applications and devices with limited 

computational power like mobile phones. Different types of 
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gesture detection techniques can be categorized. by the type of 

input device, such as Kinect or Leap Motion, or by other types 

of gestures, for instance hand gestures, facial expressions, 

body gestures, etc. [2-5]. 

Ameur et al. [6] introduced an approach for recognizing 

dynamic gestures through non-contact gestures on a leap 

motion system. To analyze the sequential time-series data 

captured from the Leap Motion, the researchers utilized a 

recurrent neural network, specifically employing the long 

short-term memory (LSTM). To enhance the accuracy of their 

model, the authors used both unidirectional and bidirectional 

LSTMs and further improved their model by introducing a 

hybrid bidirectional unidirectional LSTM prediction network 

(HBU-LSTM). This additional component enabled the model 

to take advantage of the strengths of both unidirectional and 

bidirectional LSTMs, resulting in better performance. This 

technique shows promise in accurately recognizing dynamic 

gestures through non-contact gestures, which has important 

implications in various fields, including robotics, virtual 

reality, and human-computer interaction. On the other hand, 

this method is more time-consuming compared to other 

models. 

dos Santos et al. [7] presented an innovative approach for 

dynamic gesture recognition consisting of two primary stages: 

preprocessing and classification. In the preprocessing phase, 

they transformed the star representation of each input video 

into an RGB image, enabling more efficient processing. For 

gesture classification, a set of convolutional neural networks 

(CNNs) was utilized to train a classifier for dynamic gestures. 

The preprocessed images were then fed into two pre-trained 

CNNs, and the results were weighted using a soft attention 

mechanism before being fed into a fully connected layer. 

Finally, the softmax classifier determined the class of the 

gesture. This approach is a significant improvement over 

previous methods, as it simplifies the input processing and 

classification tasks while achieving higher accuracy. The use 

of pre-trained CNNs and a soft attention mechanism allows for 

faster training and better recognition of dynamic gestures, with 

fewer computational resources required. The approach 

achieved an accuracy of 94.58%. Such result reaches the state-

of-the-art when considering this dataset and only color 

information. For GRIT dataset, our proposal achieves more 

than 98% of accuracy. 

Almasre and Al-Nuaim [8] developed a novel approach for 

recognizing dynamic sign language sentences by utilizing the 

Kinect as a sensor. Their method is referred to as the dynamic 

prototype model (DPM). The DPM employs three different 

algorithms, namely K-nearest neighbors (KNN), support 

vector machine (SVM), and random forest (RF), with different 

parameter values. After conducting various tests, it was 

observed that the SVM model exhibited the most precise 

recognition accuracy rates for difficult words. 

In their research, Ertugrul et al. [9] suggested a novel 

gestural interface that leverages Finite State Machine (FSM) 

technology to allow users to personalize GUI activities. This 

is achieved by modifying gesture-specific parameters, 

including the distance from the camera, distance between 

hands, and timing of events. To recognize gestures and extract 

their properties, the authors employed the RealSense SDK. By 

leveraging the extracted properties, static gestures can be 

triggered and executed as dynamic gestures, resulting in a 

more natural and intuitive interaction with graphical user 

interfaces (GUIs). Additionally, the authors enhanced the 

overall efficiency, convenience, and user experience of the 

gesture-based GUI by integrating supplementary 

functionalities. This novel approach has significant potential 

for enhancing human-computer interaction and enabling more 

accessible and intuitive control of GUIs. However, this 

approach does not adequately support a wider range of hand 

gestures with increased complexity, particularly when it 

comes to mobile interfaces. 

Lee et al. [10] suggesteda new gesture-based interface that 

can identify five distinct gestures within operating room (OR) 

environments without the need for skeleton data from Leap 

MotionTM or personal baseline training. By comparing 

various deep learning algorithms, DCNN and CapsNet, the 

study found that CapsNet exhibited exceptional performance 

in accurately detecting intricate hand movements. This implies 

that CapsNet could be an ideal touchless interface for 

monitoring clinical applications in the OR. The gesture-based 

interface has the potential to improve clinical practices in ORs 

by allowing surgeons and medical staff to interact with 

equipment and devices without physically touching them. This 

approach has several potential benefits, including a significant 

reduction in contamination risks. Moreover, the study's 

findings indicate that the use of CapsNet as the primary 

gesture recognition model could lead to more accurate and 

efficient detection of hand gestures in real-time. 

To address the challenge of detecting continuous gestures 

on a large scale, Mahmoud et al. [11] put forward a recognition 

method that utilizes both depth and gray-scale input images. 

The mechanism consisted of two distinct steps. The initial 

stage involved segmenting the uninterrupted sequences of 

gestures into individual gestures, which was achieved through 

mean velocity data obtained from deep optical flow estimates. 

Subsequently, for each isolated gesture, deep signature 

features were extracted to represent the movement's position 

and orientation. 

Meghana et al. [12] designed a robotic vehicle that can be 

controlled through voice commands and gestures, with an 

Android smartphone serving as the core component. The 

system has potential applications for aiding individuals with 

disabilities as well as for industrial use cases. 

Chen and Koskela [13] proposed a novel approach for 

dynamic HGR using the Intel RealSense sensor. Their method 

involved extracting both finger motion and global features 

from the skeleton sequence of two datasets, DHG-14/28 and 

SHREC'17. The finger motions were represented using the 

relative positions of the finger joints, and the global features 

were derived from the hand orientation and distance to the 

camera. The authors employed the LSTM recurrent network 

to predict the class of input gestures. This approach 

demonstrated high accuracy in real-time gesture recognition 

and showed great potential for practical applications in 

human-computer interaction. Experiments demonstrate that 

MFA-Net achieves comparable uperformance with state-of-

the-art methods on the public DHG-14/28 dataset and best 

performance on SHREC’17dataset. 

Sarkar et al. [14] launched an innovative hand gesture 

recognition system that relies on depth information gathered 

by a time-of-flight system and operates in real-time. The 

method involves training and recognition through the use of a 

deep LSTM network known as D-LSTM. To assess the 

effectiveness of their system, the researchers utilized a 

publicly accessible dataset, achieving impressive accuracy in 

real-time processing. As a result, their approach is adaptable 

to various applications. 
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Zhang et al. [15] provided an innovative approach to gesture 

recognition that combines a hand shape adaptive algorithm 

with an effective area ratio calculation. The authors collected 

data and categorized the samples into different groups based 

on the shape of the subjects' palms, using this information to 

train their algorithm. The smallest bounding rectangle was 

then used to compute the gesture's effective-area ratio, 

improving accuracy. The initial gesture was detected using the 

effective-area ratio feature approach. Moreover, the number of 

detectable gestures was limited. 

Zhang et al. [16] offered an improved version of the HU 

moment classic for recognition by modifying the characteristic 

values of the HU moment and calculating the similarity 

between the template and input image. The approach also 

utilized Kinect sensors to capture gesture information and 

extract hand contour information for tracking important palm 

modes. 

In hand gesture recognition, researchers face the challenge 

of creating a robust framework that delivers accurate and 

dependable results while overcoming common limitations like 

illumination changes, background issues, and multi-gesture 

detection. Non-machine learning algorithms are also used, but 

they are less adaptable and accurate than machine learning 

approaches, which have been preferred in recent studies. 

Despite this, real-time processing of hand gestures is still 

subject to some limitations, for example distance range and 

lighting changes. The Table 1 below provides a summary of 

the different approaches to gesture recognition based on the 

type of sensor and method used. 

Table 1. An overview of the various features of gesture 

recognition 

Related Work Methods Sensor Year 
Case 

Study 

Almasre and 

Al-Nuaim 

SVM, RF, 

KNN 
Kinect 2020 Yes 

Ameur et al. BU LSTM Leap Motion 2020 Yes 

dos Santos et al. CNNs _ 2020 Yes 

Mahmoud et al. SpyNet _ 2020 Yes 

Zhang et al. 
Hand-type 

Algo 
_ 2022 Yes 

3. PROPOSED METHODOLOGY

3.1 System overview 

To enhance the development of gesture systems for various 

graphical interfaces, we introduce A Deep Learning 

Framework for Hand Gesture Recognition and Multimodal 

Interface Control (DL-HGRMIC) as depicted in Figure 1. The 

approach outlines key techniques and describes the roles in a 

gesture project, consisting of three main phases: identification, 

specification, and realization. Each phase is composed of 

multiple steps detailing the artifacts to be delivered and 

recommending suitable techniques [17-19]. 

Identification phase: The identification phase of designing 

touch gesture recognition user interfaces involves three 

approaches: (i) a top-down approach for native gesture 

applications that provides a list of actions to be implemented; 

(ii) a bottom-up approach for analyzing existing systems to

identify low-level actions; and (iii) a hybrid approach (middle-

out) that consists of goal-based gesture modeling and aims at

determining the most important gestures and actions. These 

approaches take into consideration the three factors of 

usability, collection of actions, and low physical effort to 

ensure that the gestures are intuitive and easy. 

Figure 1. Overview f dl-hgrmic 

Specification phase: This phase is in charge of interpreting 

the detected hand gestures and translating them into specific 

actions that can be seamlessly used to control and navigate the 

corresponding application, as shown in Figure 2. To identify 

multiplicity in the mappings between gesture and action, the 

context should be considered [20, 21]. 

When developing native or non-native gesture applications, 

the AOP paradigm is often adopted to manage cross-cutting 

concerns. AOP, short for Aspect-Oriented Programming, is a 

powerful software development paradigm that provides a way 

to modularize concerns into separate units called aspects. This 

helps isolate and manage code that would otherwise be 

scattered throughout the system, making it more maintainable, 

reusable, and flexible. In the context of gesture applications, 

the AOP paradigm can be represented by the following action 

formula: 

Action= {ID-Gesture, Context, Aspect}. 

In this notation, ID-Gesture represents the identifier of the 

gesture, Context refers to the name of a context, and Aspect 

denotes the aspect related to this context. 

Realization phase: During the realization phase, 

architectural decisions and high project risk factors are 

validated through technical feasibility exploration and 

extensible prototypes developed early on. All DL-HGRMIC 

steps are performed iteratively and incrementally. The 

realization phase proposes a backend architecture, as shown in 

Figure 2. 

Figure 2. Mapping between action and gesture 
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3.2 Backend architecture 

Our back-end system has been developed using a 

combination of Python, PyAutoGUI, OS Module, and 

OpenCV libraries to achieve accurate and efficient hand 

gesture recognition. The system is divided into four modules: 

camera, hand typology, detection, and action/gesture mapping, 

as shown in Figure 3. 

Figure 3. Backend architecture 

Our system consists of five steps, each of which is explained 

in detail: 

Camera module: The camera module is the first step in the 

GRS. It captures input through various image detectors and is 

responsible for collecting the input images based on hand The 

module then sends the images to the next step. 

Module Hand Type: The Hand Type Module is responsible 

for categorizing hand measurements into six types: (XS), small 

(S), medium (M), large (L), (XL), and (XXL). This 

categorization allows the system to use fewer resources and 

achieve a faster response time by using specific datasets for 

each category. The length of one's palm is shown in Figure 4. 

Figure 4. The length of one's palm 

The six groups of subjects were determined by performing 

a weighting calculation using Table 2. 

Table 2. Hand parameters 

XS S M L XL 

The width of 

hand (cm) 

5.08-

6.35 

6.35-

7.62 

7.62-

8.89 

8.89-

10.16 

10.16-

11.43 

Pre-Processing: To analyze and interpret the images 

captured by the camera module, the proposed system uses a 

region of interest (ROI) approach. This approach involves 

selecting only the important area of the image instead of the 

entire frame, which helps reduce computation time. 

Additionally, the system converts the selected region into a 

grayscale image to increase processing efficiency. 

Hand Region Segmentation: To isolate the hand from the 

background, a technique known as background subtraction 

was employed. This involved obtaining a dependable 

background model using the running average principle. The 

system captured a particular scene for at least 20 frames, 

during which the running average was calculated for each 

frame, including the current and preceding ones [22]. To 

perform the background subtraction, the system placed the 

hand in front of the camera and calculated the absolute 

difference between the running average background and the 

current frame, as depicted in Figure 5. 

Figure 5. The result of the hand region segmentation process 

Extraction and Recognition: We propose a method for 

extracting gesture features from images of hands using the 

area-perimeter ratio as shown in Figure 6. The area-perimeter 

ratio (C) of a gesture can be calculated using the following 

formula: 

C S / L= (1) 

where, S is the area of the gesture and L is the perimeter of the 

gesture. The perimeter (L) can be calculated as the sum of the 

distances between adjacent pixels along the boundary of the 

gesture, which can be expressed mathematically as: 

( , )L f x y= (2) 

where, f (x, y) Eq. (1) if the pixel (x, y) is on the boundary of 

the gesture and 0 otherwise. 

Similarly, the area (S) can be calculated by counting the 

number of pixels within the boundary of the gesture, which 

can be expressed mathematically as: 

S q(x, y)=  (3) 

where, q (x, y) Eq. (1) if the pixel (x, y) is within the boundary 

of the gesture and 0 otherwise. 

Figure 6. Gesture feature 

4. RESULT AND DISCUSSION

This section presents our approach used throughout the 

experiments, including the implementation and training of the 

architecture, as well as the evaluation of the results. Two 

different experiments were conducted: the first focused on 

implementing the gesture recognition system, while the 

second aimed to evaluate our approach. 
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4.1 Implementation and training 

 

Our approach involves three phases to identify gestures, 

specify actions, and implement the gesture recognition system 

for various applications such as VLC Media Player and 

Internet Explorer. In the identification phase, we conducted a 

preliminary study of the intricate organization involved in 

recognizing gestures using a legacy system. Real-time hand 

gesture recognition was achieved by capturing images from a 

webcam. The system can recognize various types of gestures, 

as shown in Table 3. 

 

Table 3. The list of gestures  

 
Name Gesture 

Palm 
 

Fist 
 

Thumbs Up 
 

Thumbs Down 
 

Index Right 
 

 

In the specification phase, we elaborated on the actions and 

mapped the action/gesture components identified in the 

previous phase. Figure 7 illustrates this process. 

 

 
 

Figure 7. System design flow 

 

 
 

Figure 8. Symbol palm for initialize our application 

 

For the realization phase, we utilized a Windows 10 PC with 

an Intel Core i7-10850H CPU operating at 2.7GHz and 32GB 

of RAM. Our goal was to revolutionize computer interaction 

by enabling touch-free and remote-free control through hand 

gestures. Our solution leveraged cutting-edge technologies, 

including OpenCV for image processing, a 2D Convolutional 

Neural Network for feature extraction and classification, and 

the PyAutoGUI library for integrating keyboard commands 

with our intuitive user interface built using the Streamlit web 

framework. 

Figure 8 illustrates the Symbol Palm gesture, which serves 

as a means to initialize or halt our application.  

To increase the volume, the user must perform a Thumbs 

Up gesture as shown in Figure 9 to confirm their selection. 

 

 
 

Figure 9. Symbol thump for volume up 

 

4.2 Performance evaluation 

 

To evaluate the user experience with our application, we 

conducted tests with approximately 4 different users who were 

asked to provide objective feedback through a questionnaire. 

The questionnaire included questions such as the overall 

experience with the media control application using gesture 

recognition, the ease of use, responsiveness to gestures, 

physical discomfort, and the application's improvement in 

accessibility for people with physical limitations. 

Based on the objective feedback received, we identified 

four factors for describing and evaluating our approach: 

 

• Usability: The gestures must be intuitive and enable 

effortless control of the existing GUI, ensuring ease of use and 

comfort. 

 

• Response time: Users reported discomfort caused by 

delays in gesture recognition, especially during rapid 

transitions between different gestures. Improving 

responsiveness was identified as crucial. 

 

• Accuracy: The accuracy of gesture recognition was 

considered important for the application's performance. 

 

• Range of actions: Users expressed satisfaction with 

the offered range of actions. 

 

Figure 10 depicts the results of our user study, indicating an 

overall positive user experience, efficient design, comfort, and 

low physical effort required and between 2/4 and 3.5/4. 

In this study, six gestures commonly used in life were 

selected for recognition experiments, as shown in Table 3. In 

this experiment, 40 subjects were reselected according to the 

above selection rules. The experiment was conducted under 

the conditions of stable illumination, less noise, and no face 

appears in the picture. For each subject, five experiments were 

performed for each gesture (60 experiments for each gesture) 

at distance (the distance from the camera): 40cm. 
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Figure 10. The results of our user study 

 

The experimental results of the system are summarized in 

Table 4. The system achieved a recognition rate of 94%, with 

the highest recognition rate of 100% achieved under clear 

background and medium lighting conditions. 

 

Table 4. Hand gesture recognition rate 

 
Name Gesture N° of Input N° of Recognized Rate % 

Palm 
 

60 54 90 

Fist 
 

60 60 100 

Up 

Down                      

 

 

60 

60 

60 

60 

100 

100 

Right   60 54 90 

Left  60 54 90 

 

To demonstrate the innovation and benefits of our system, 

we conducted comparative experiments to evaluate its 

performance in terms of accuracy, real-time response, recall, 

and precision. By comparing our algorithm with other similar 

design concepts, we observed an improvement of nearly 3% in 

the overall accuracy rate. When compared with three other 

excellent algorithms under the same experimental conditions, 

our algorithm achieved a slightly higher recognition rate. To 

further validate our results, we conducted experiments using 

Hu-moment algorithms and deep learning, and the 

performance was comprehensively compared and presented in 

Table 5 and Figure 11. 

 

 
 

Figure 11. Comparison of recognition rates 

Table 5. Further comparaison in term of response time, 

accuracy, recall and precision 

 

Methods Accuracy 
Speed of 

Response(s) 
Recall Precision 

Deep learning 

[23] 
95.90 0.088 - - 

Hu moment 

[16]  
90.55 0.076 - - 

Our approach 94.0 0.058 95.0 96.0 

 

 

5. CONCLUSIONS 

 

The present study introduces a software engineering 

approach, which facilitates the creation of end-to-end gesture 

recognition solutions. This method is divided into three phases: 

identification that identifies the gestures, specification which 

elaborate the action and mapping action/gesture, and 

realization which implement the layer to control graphical user 

interface. Additionally, the system will help prevent the spread 

of COVID-19 by eliminating the need for human interaction 

and dependency on devices to control the computer. 

In this research had several limitations. The number of 

subjects and gestures was relatively small. 

For further, we will extend our approach to support a larger 

number of hand gestures with higher complexity and adapt the 

approach to mobile interfaces. 
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