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Facial expressions are one of the communication ways between humans and their behavior 

can be determined through their facial expressions. Recently computer technology has been 

used to identify the facial expressions of people in order to predict their intentions. It remains 

a challenge for facial expression recognition to extract discriminative features from training 

sets with few labels because most deep learning-based algorithms primarily rely on spatial 

information and large labels. In this paper, we propose a system to classify seven types of 

facial expressions (Angry, Sadness, Surprise, Happiness, Fear, Neutral, and Disgust) instead 

of six, as in most previous research. In the proposed system, machine learning algorithms 

with deep learning are used to increase classification accuracy based on removing some 

unimportant facial regions. The support vector machine (SVM) algorithm is trained to detect 

the eyes and mouth regions from the face depending on histogram-oriented gradient (HOG) 

which is used as a features extractor. Then, merge the eyes and mouth regions for each image 

to create a new form of an image. After that, five different types of images are generated 

from the merged image named (RGB, HSV, Gray, Binary, and YCbCr). The images are fed 

one by one into the convolution neural network (CNN) algorithm. Finally, the voting process 

is used to select the most predictive class. The proposed system has been tested on three 

different types of datasets (KDEF, JAFFE, and FER2013) and the prediction accuracy in the 

system has reached more than 98% in all used datasets. The conclusion is that eliminating 

unimportant regions impacts the results of the classification accuracy. 
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1. INTRODUCTION

Facial Expression Recognition (FER) is among the most 

efficient methods for including nonverbal information in 

human-behavior analysis because it provides some clues 

regarding emotional states and intentions [1]. For over three 

decades. Humans use facial expressions to interact with their 

emotional states and intentions. It represents one of the most 

potent, natural, and universal signals available [2, 3]. Due to 

its significant role in medical treatment [4], driver fatigue 

surveillance [5-7], sociable robotics [8-10], and many other 

human-computer interaction systems [11-13], automatic facial 

expression analysis has been the subject of several studies. 

Various facial expression recognition (FER) systems have 

been investigated in the field of machine learning and 

computer vision to encode expression information from facial 

representations. Ekman and Friesen [14] presented six 

fundamental expressions depending on cross-cultural research 

[15] as early as the twentieth century, denoting that humans

similarly recognize certain basic expressions regardless of

their culture. Fear, happiness, anger, disgust, surprise, and

sadness are the most common facial expressions. Contempt

was later added to the list of basic emotions [16].

Psychological characteristics which include facial 

expressions, hand gestures, voice, body parts movement, and 

variations in heartbeat and blood pressure can be used to 

categorize human emotions. The human face expresses itself 

through skeptical entities such as the mind, facial muscles, 

condition, and surroundings. The method of presenting the 

human emotions or mental state by analyzing the motion of 

facial components, such as lip movement counts, eye blinks, 

thin and extended eyelids, skewed eyebrows, pulling down 

eyebrows, and creasing nose can be broadly defined as facial 

expression recognition [17]. The emotions expressed on the 

human face influence decisions and debates on various topics. 

Artificial intelligence (AI) plays a critical role in developing 

FER software. Through machine learning algorithms, AI 

systems can be taught to identify patterns and features that 

correspond to specific emotions. This involves training the 

systems on large datasets of images and using this as a basis 

for building a model that can accurately identify FEs in new 

images. AI has become increasingly important in FER this is 

because AI algorithms process the ability to learn from data, 

allowing them to detect and analyze patterns in FEs quickly 

and accurately. It can also recognize which facial muscles are 

activated during certain emotions and can use this information 

to identify and interpret facial expressions [18]. FER has a 

number of important applications for different industries, from 

improving customer service experience systems. For example, 

AI-powered FER can help retailers to gauge how customers 

respond to different products, helping them to optimize sales 

strategies. Overall, the use of AI in FER has opened up new 

possibilities for technology, making it an invaluable tool for a 

wide range of industries. Its ability to accurately recognized 

and interpret FEs offers a host of benefits [19]. AI calculations, 

particularly deep neural organization, are capable of learning 
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complex provisions and grouping the extracted designs. 

The main contributions of this paper are listed below: 

1. We proposed a robust system for facial expression 

recognition which would be competitive with the performance 

of the other approaches. 

2. The features of the available datasets are enhanced to 

increase the prediction accuracy. 

3. To show the strength of the proposed system, we 

compared the proposed system with the traditional CNN 

model (Alexnet) used for facial expression recognition. 

The rest sections of the paper are structured as follows: A 

related work is explained in section 2. Histogram of oriented 

gradient (HOG), support vector machine (SVM), and 

convolutional neural network (CNN) are briefly presented in 

sections 3, 4, and 5 respectively. Section 6 provides details 

about the proposed system and results and discussion are 

provided in section 7. Finally, conclusions are given in section 

8. 

 

 

2. RELATED WORK 

 

Umer et al. [20] proposed a method to identify various kinds 

of expressions inside the human face region. The suggested 

system's execution is split into four modules. The results of 

experiments have been evidenced using three different 

datasets: CK+(seven expression classes), GENKI-4k (two 

expression classes), and KDEF (seven expression classes). 

Although this work was proposed for solving the overfitting 

problem, the results were not quite enough to be reliable for 

more applications. 

Podder et al. [21] used real-time facial expressions to assist 

in representing patients' behavioral psychology. Unlike 

standard lightweight convolutional neural networks (CNNs), 

the proposed one employs a bypass connection to improve 

gradient propagation through the network, resulting in higher 

accuracy. CK+ and FER-2013 datasets were used to obtain 

96.12% and 68.93% accuracies for the experiment, 

respectively. It is obvious that the classification accuracy of 

the FER-2013 dataset is low. 

A Fuzzy optimized (CNN-RNN) method for facial 

expression recognition was proposed by Zhang and Tian [22]. 

The Fuzzy logic is used to reduce the suspicion in the 

activation map by recognizing the highly nonlinear 

relationship between the features. The results of experiments 

depending on the open datasets JAFFE, FER2013, and CK+ 

illustrate that the proposed Fuzzy optimized CNN-RNN 

method outperforms current popular techniques in the 

recognition of different facial expression datasets which gives 

an accuracy of 96.64%, 72.81%, and 99.22% respectively, but 

still the classification accuracy of the FER-2013 dataset is not 

quite enough. 

Sadik et al. [23] suggested a model that has been 

implemented using the MobileNet model's Convolutional 

Neural Network (CNN) for autism recognition. The 

experimental results demonstrate that the MobileNet model 

using a transfer learning technique might achieve good results 

in the recognition task, with the highest validation accuracy of 

89% and test accuracy of 87%. 

González-Lozoya et al. [1] proposed an approach for 

recognizing facial expressions by employing features 

extracted with CNNs, making use of a pre-trained model in 

similar processes. The experimental results demonstrate that 

the FER technique can recognize the six basic expressions 

with an accuracy of more than 92% when using five broadly 

utilized datasets. The classification accuracy is still low for six 

expressions. 

Haque and Valles [24] proposed a model to teach young 

autistic children to recognize human facial expressions using 

image processing and computer vision. The research focuses 

primarily on the preliminary work on facial expression 

recognition using a deep convolutional neural network. The 

FER2013 database was used to train and test a deep CNN 

model. The results of the work still do not reach to be 

dependable. 

 

 

3. HISTOGRAM OF ORIENTED GRADIENT (HOG) 

 

The HOG feature is extracted and enumerated via the 

histogram of the gradient direction of the image's local area, 

and finally creates features that can efficiently extract facial 

expression features [25]. To improve performance, the HOG 

feature is counted on a dense image grid with uniform intervals, 

and overlapped local contrast normalization has been used 

[26]. The HOG is a feature descriptor that is utilized in image 

processing and computer vision for object detection [27]. 

The HOG features can be calculated by the following steps: 

 

3.1 Gradient calculation 

 

Gradient refers to the change in intensity or color of 

adjacent pixels in an image. In facial expression analysis, the 

gradient can be used to detect edges and contours of features 

like the eyes, mouth, and eyebrows. This information can be 

used to determine the direction and magnitude of movement 

in the facial expression. 

First, the vertical and horizontal gradient maps are 

computed by convolving two Sobel filters and expression 

images. [−1,0,1]𝑇 is the vertical edge operator, and [−1,0,1]𝑇 

is the horizontal edge operator. Gamma and smooth 

normalization operations, in particular, can be ignored [28]. 

 

3.2 Calculation of amplitude and direction 

 

The amplitude and direction maps are computed in step 1 

using the vertical and horizontal gradient maps. Assuming that 

dx and dy are the gradient values in the horizontal and vertical 

maps. 

The amplitude and gradient of the pixel can be calculated 

using Eq. (1) and Eq. (2) [26]. 

 

Magnitude = √(dx)2 + (dy)2 (1) 

 

Orientation = tan−1 (
dy

dx
) (2) 

 

Magnitude refers to the strength or intensity of the gradient 

or the amount of change in color or intensity. In facial 

expression analysis, the magnitude can be used to measure the 

intensity of the expression. For example, a smile with a high 

magnitude would indicate a more positive and intense emotion 

compared to a smile with a lower magnitude. 

Orientation, on the other hand, is the direction of the facial 

feature's movement. For example, the orientation of the 

eyebrows can indicate whether a person is surprised, angry, or 

sad. The orientation can be determined by tracking the 

movement of the eyebrow points over time. 
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In combination, magnitude and orientation information can 

be used to detect and classify facial expressions, which can 

have a range of applications. For example, this kind of analysis 

can be used in psychology to study emotions, in human 

behavior research to understand the impact of different stimuli 

on facial expressions, and in various human-computer 

interaction applications, such as gaming or virtual assistants. 

Together, gradient and magnitude analysis can be used to 

detect and quantify facial expressions and emotions. They are 

important tools in the field of facial expression recognition and 

can be used in applications such as emotion detection in virtual 

assistants, video analytics, and autism therapy. 

3.3 Unit quantization 

Unit quantization for facial expression refers to the process 

of breaking down facial expressions into discrete units or 

categories. This allows for easier recognition and analysis of 

facial expressions, as each expression can be categorized 

based on specific units or codes. For example, the Facial 

Action Coding System (FACS) is a unit quantization system 

that breaks down facial expressions into specific muscle 

movements or "action units". By quantifying facial 

expressions. This information can be used in a variety of fields, 

including psychology, neuroscience, and even digital 

animation and robotics. 

The gradient direction value range is 0 to 180, which is 

evenly divided into 9 intervals of 20 degrees each. The 

gradient amplitude is utilized as the projection weight [28]. 

3.4 Block normalization 

Block normalization can be applied to HOG features to 

improve their robustness to lighting and pose variations in 

facial expression recognition. In HOG, block normalization 

involves dividing the image into small blocks and normalizing 

the gradient magnitude values within each block. 

In most situations, unequal lighting could affect the 

gradient's amplitude, resulting in various value ranges, and 

local contrast normalization can improve the robustness 

because of lighting conditions and improve performance. Eq. 

(3) can be used to calculate the normalization process.

v = √
v

(|v| + E)
(3) 

where, v is the eigenvector before normalization, and E is the 

constant that causes the denominator to be non-zero [28]. 

4. SUPPORT VECTOR MACHINE (SVM) CLASSIFIER

Support Vector Machines (SVM) can be used for facial 

expression recognition. SVM is a supervised learning 

algorithm that is commonly used in pattern classification and 

regression analysis. In facial expression recognition, SVM is 

used to classify facial images into different categories based 

on the emotions they convey. 

To use SVM for facial expression recognition, the first step 

is to prepare a dataset of images labeled with their 

corresponding facial expressions. The images can be 

preprocessed to extract features such as facial landmarks or 

texture information, which are then used in SVM training. In 

this work, SVM has been used for detecting the mouth and 

eyes regions inside the face of the human. 

Once the dataset is ready, the SVM algorithm is trained with 

the extracted features from each image as input and the 

corresponding facial expression as the output. The trained 

model can then be used to classify new facial images into 

different emotional categories for the eyes and mouth. 

One of the advantages of SVM is that it is effective in 

handling high-dimensional datasets, such as those that arise in 

image analysis. Additionally, SVM is robust to noisy data and 

can produce good results even with limited training data. 

SVM is a method that utilizes the hypothesis space of a 

linear function in a high-dimensional feature space and is 

trained by a learning algorithm based on the theory of 

optimization that applies a learning bias coming from the 

theory of statistical learning [29]. All over the world, the 

support vector machine is an effective component of machine 

learning research, also it is a binary classification algorithm 

that treats each data point as a k-dimensional vector. The SVM 

generates separation hyperplanes between samples from two 

classes (labeled-1 and +1) [27]. Figure 1 illustrates the process 

of SVM classification. 

Figure 1. SVM classification [30] 

In summary, SVM can be a useful tool for facial expression 

recognition since it can effectively classify facial images into 

different emotional categories based on the features extracted 

from the images like eyes and mouth. 

5. CONVOLUTIONAL NEURAL NETWORK (CNN)

Convolutional neural networks are extremely much like 

artificial neural networks, except that the inputs are assumed 

to be images. Due to this assumption, researchers can encode 

specific properties into the CNN architecture. A standard 

Convolutional neural network architecture is made up of 

several layers that allow it to learn the hierarchical feature 

representation of the images. The existence or not of edges at 

specific orientations and locations in the image is generally 

represented by features in the first layer of representation. The 

second layer locates motifs by spotting edge arrangements, 

irrespective of slight differences in edge locations. The third 

layer would combine motifs into larger combinations that 

correlate to components of familiar objects, and the following 

layers could detect objects as an outcome of these 

combinations [31]. 

The convolutional neural network has three main layers: 
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5.1 Convolution layer 

 

A CNN's core building unit is the convolution layer. The 

parameters of the convolution layer are made up of a collection 

of learnable filters. Every filter can be small in space but 

extends throughout the entire depth of the input image. By 

sliding the filter over the input image, a 2D map is created that 

contains the filter's responses at each spatial location. Each 

convolution layer includes a set of filters, and every filter 

generates a separate map. The output image is a stack of these 

depth-dimensional maps. Each entry in the output image can 

be construed as the neuron output that examines a small region 

of the input and shares parameters with neurons within the 

same feature map [31]. 

 

5.2 Pooling layer 

 

The pooling layer is doing spatial dimension reduction. 

Adding a pooling layer between consecutive convolution 

layers regularly is a common practice. The pooling layer's 

function is to decrease the spatial size of the representation in 

order to reduce the number of parameters and computations in 

the network while also preventing overfitting. The pooling 

layer works autonomously on each depth slice of the input and 

spatially resizes it. The MAX pooling function is the most 

widely used pooling function, and it utilizes the maximum 

value from each group of neurons in the previous layer to 

create a new neuron in the subsequent layer [31, 32]. 

 

5.3 Fully connection layer 

 

As demonstrated in traditional neural networks, the fully 

connected layer is a layer of neurons with full connections to 

all the outputs of the previous layer. The convolution and 

pooling layers extract features from the input image, while the 

fully connected layer functions as a classifier, where a Soft-

Max classifier or sigmoid is used to predict the input class 

label [31]. 

 

 

6. PROPOSED SYSTEM 

 

One of the significant challenges facing this research is the 

difficulty of distinguishing between the expressions of human 

faces. In this paper, a proposed system that combines image 

processing, machine learning algorithm, and deep learning 

algorithm is utilized to increase prediction accuracy. Where 

used different types of image colors, histogram of orientated 

gradient (HOG) for features extraction, support vector 

machine (SVM) for eyes and mouth detection, and 

convolutional neural network for expression classification. 

Figure 2 illustrates the proposed system block diagram.

 

 
 

Figure 2. Proposed system block diagram 
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6.1 Training phase 

 
The training phase consists of two steps of training which 

are: 

 

a. SVM Training: The first step in the proposed system 

is preparing the dataset by generating three classes (eyes, 

mouths, and random class), then using HOG to extract features 

of each class to train SVM for detections. 

The training process involves the following steps: 

1. Data collection: Collect images of faces with different 

expressions and label them according to their corresponding 

categories (eyes, mouths, and random class). 

2. Feature extraction: Extract a set of features from the 

image regions using HOG, such as the position and intensity 

of the eyes, and mouth. 

3. Feature normalization: Normalize the features to have a 

mean of 0 and a standard deviation of 1 to improve the 

performance of the SVM model. 

4. Model training: Train an SVM model using the labeled 

dataset with the extracted normalized features. 

5. Hyperparameter tuning: Tune the hyperparameters of the 

SVM model, such as the regularization parameter, kernel 

function, and margin to improve the classification 

performance for the eyes and mouth regions. 

6. Model evaluation: Evaluate the performance of the 

trained SVM model on a test dataset by measuring its accuracy. 

7. Deployment: Deploy the trained SVM model to classify 

new facial expression regions into their corresponding 

categories (eyes or mouth). 

 

b. CNN Training: The second step is merging the results 

of SVM detection images, then expanding these results by 

generating five types of image colors to train the Alexnet 

model. Figure 3 demonstrates the Alexnet structure. 

Training Alexnet involves the following steps: 

1. Data preprocessing: Collect facial expression images and 

preprocess them by resizing and merging the results of SVM 

detection images, expanding these images to five different 

types of image colors, and normalizing them to a fixed size of 

227 × 227 × 3. 

2. Feature extraction: Extract deep features from the 

preprocessed facial expression images using a pre-trained 

Alexnet model, which is designed to capture complex and 

abstract features from images. 

3. Data splitting: Split the data into training and testing sets, 

with a ratio of 70:30. 

4. Model training: Train the Alexnet for each facial 

expression category using the selected features from the 

training dataset. 

5. Model evaluation: Evaluate the trained Alexnet on the 

testing dataset to measure its accuracy.

 

 
 

Figure 3. Alexnet structure [33] 

 

6.2 Testing phase 

 

The testing phase of Alexnet for facial expression 

recognition would involve the preparation of the test dataset. 

This dataset should contain facial images (eyes and mouth) of 

individuals displaying different emotions (happy, sad, angry, 

etc.), then loading a pre-trained model where Alexnet is a pre-

trained model on ImageNet, so the next step is to load and set 

up the model for facial expression recognition. 

The testing process is then tested on the test dataset to 

evaluate its performance. During the testing process, the input 

images are fed into the model and the predicted emotions are 

compared to the actual emotions. After that, the performance 

of the model is evaluated based on accuracy. In this work, the 

testing phase can be summarized by the following steps. 

a. Eyes and Mouth Detection: at this step, we use a 

multiscale window and HOG to extract the features of each 

window and then categorize them into one of three classes 

(Eyes, Mouths, and Random) by using SVM. 

b. Cropping Step: at this step, the proposed system crops 

and saves only (Eyes, and Mouth) detections and neglects 

random class detection. 

c. Merging Step: at this step, cropped eyes image and 

cropped mouth image are merged to form a new image. 

d. Image Colors Generation: at this step, the proposed 

approach generates five types of image colors (RGB, Gray, 

HSV, YCbCr, and Binary). 

e. Prediction: at this step, the proposed system predicts each 

of the five images and returns the target class then enters the 

results in an array. 

f. Voting: Finally, the proposed system chooses the most 

repeated class in the prediction array. 

 

 
7. RESULTS AND DISCUSSION 

 

Many practical experiments are conducted on the proposed 

system where the performance of the proposed system is 

measured by using three datasets which are (KDEF, JAFFE, 

and FER2013). Figure 4 shows samples of these datasets. 
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Figure 4. Facial expression datasets (a) KDEF (b) JAFFE (c) 

FER2013 

 

 
 

Figure 5. (a) Results of SVM eyes detection (b) Results of 

SVM mouth detection 

 

 
 

Figure 6. Merging process results 

 

Table 1. Summary of SVM detection results 

 

Dataset 

Total 

Number of 

Images 

Number of 

True 

Detection 

Number of 

False 

Detection 

Accuracy 

KDEF 

JAFFE 

FER2013 

2,940 

210 

22,197 

2,931 

209 

22,094 

9 

1 

103 

99.69% 

99.52% 

99.54% 

 

The using of HOG with the SVM classifier has shown 

highly accurate results in eyes and mouth detections, where the 

results of accuracy reached more than 99%. Figure 5 illustrates 

the results of eye and mouth detections. Table 1 illustrates the 

accuracy of detections. 

The next step is merging the SVM results to generate a new 

image. Figure 6 illustrates the merging process results. 

After that, the proposed system generates (RGB, HSV, Gray, 

YCbCr, and Binary) images. Figure 7 illustrates the results of 

generated images. 

 

 
 

Figure 7. Results of images colors generation 

 

Different datasets are trained by the same CNN model 

(Alexnet), and each dataset contains a different number of 

images. The accuracy obtained from training the traditional 

CNN with original datasets is low for facial expression 

classification. Table 2 illustrates the results of CNN before 

using the proposed system. 

Whereas training these datasets after using the proposed 

system, the accuracy of training and validation is increased 

significantly. Table 3 illustrates the results after implementing 

the proposed system. 

Depending on the results shown in Table 2 and Table 3, we 

note that the accuracy of the prediction raised dramatically 

after the implementation of the proposed system. Finally, 

employing the voting mechanism has a big role to improve the 

prediction. Table 4 illustrates a summary of all results. 

The accuracy of the proposed system is important. It 

reached more than 99% for SVM used to detect the eyes and 

mouth regions and for the whole proposed system is more than 

98% which is used for the classification of the emotions in all 

used datasets. These results determine how well the proposed 

model is reliably performing facial expression recognition. It 

performs well on facial recognition tasks based on our 

proposed features of the eyes and mouth regions. The 

performance of the proposed model outperforms the other 

works listed in the literature. 

Expanding the dataset is overcome the overfitting problem 

since it enlarged the dataset, so it improved the overall 

performance of the model. 

Facial Expressions can vary based on scene changes and 

lighting conditions. Alexnet is susceptible to these changes, 

but adding more color spaces to the dataset can improve its 

ability to detect facial expressions. 

The facial expressions learned by Alexnet can transfer to 

other recognition tasks like emotion recognition, facial 

detection, or facial landmark recognition. In conclusion, 

Alexnet is a strong baseline model for facial expression 

recognition. It is robust and generalizes well.
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Table 2. CNN results before using the proposed system 
 

Dataset Confusion Matrix Accuracy Loss 

KDEF 

   

JAFFE 

   

FER2013 

   

 

Table 3. CNN results after using the proposed system 

 
Dataset Confusion Matrix Accuracy Loss 

KDEF 

   

JAFFE 

   

FER2013 
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Table 4. Summary of all results 

 

Algorithm Dataset Training Accuracy Training Loss Testing Accuracy Testing Loss 

CNN 

KDEF 

JAFFE 

FER2013 

0.9953 

0.4576 

0.8125 

0.0254 

0.3547 

0.1457 

0.8241 

0.3987 

0.5021 

0.1987 

0.3694 

0.4574 

CNN, Machine Learning, 

and Image Processing 

KDEF 

JAFFE 

FER2013 

0.9951 

0.9741 

1.000 

0.1471 

0.1089 

0.0014 

0.9425 

0.9789 

0.9778 

0.3541 

0.0931 

0.3740 

CNN, Machine Learning, 

and Image Processing 

with Voting 

KDEF 

JAFFE 

FER2013 

- 

- 

- 

- 

- 

- 

0.9847 

0.9899 

0.9876 

0.0471 

0.0321 

0.0337 

 

 

8. CONCLUSIONS 

 

The aim of this study designs an efficient model to 

recognize human facial expressions. The proposed system is 

developed by using image processing to expand the databases, 

machine learning to locate the required facial expressions 

regions which are eyes and mouth, and CNN for classification. 

In this research, three databases are used, each including seven 

facial expressions. From the results of the proposed system, 

we find that the performance of the model after expanding the 

dataset is better than the performance of the original dataset 

before expanding. on the other hand, we note that deducting 

the eyes and mouth from the face by using HOG and SVM 

leads to significantly improved results. The HOG is a good 

feature descriptor for specific regions and SVM is very 

suitable for the classification of these regions. This concludes 

that omitting some regions in the face has an impact on the 

accuracy performance. The expansion of the new form of 

datasets led to increasing the classification accuracy since the 

samples used to train data for the CNN have been increased. 

Where the accuracy of the suggested work report is about 94% 

for KDEF, 97% for JAFFE, and 97% for FER2013. In addition, 

the voting process is added to optimize the outcomes of the 

prediction which reach more than 98% for all utilized 

databases. 
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