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Traffic accidents caused by driver drowsiness are a significant concern. An automatic, 

contactless device capable of early detection and identification of a driver's drowsy state 

could greatly enhance their safety. This study presents a real-time driver drowsiness 

detection and classification system implemented on Jetson Nano and Jetson TX2 embedded 

systems using machine learning algorithms, including Logistic Regression, Naive Bayes, K-

Nearest Neighbors (KNN), Decision Tree, Random Forest, and Multi-Layer Perceptron 

(MLP). Feature extraction is performed on images obtained from video segments within the 

dataset, followed by a normalization process. The normalized features are classified using 

machine learning algorithms, and the results are reported. A 10-fold cross-validation model 

is employed during the experiment, and the grid search hyperparameter optimization 

(GSHPO) method is used to fine-tune the classifier algorithms' parameters for the proposed 

system. The MLP classifier outperformed the other classifiers, achieving an accuracy, F1-

score, and AUC (the area under the receiver operating characteristic curve (ROC)) of 0.91, 

0.91, and 0.90, respectively. The developed system is implemented on Jetson Nano and 

Jetson TX2 embedded systems, and the frames per second (FPS) results are provided for 

comparison. The high accuracy of this hardware-based system in detecting drowsy driving, 

along with its portability for in-vehicle use, is a critical aspect of this work. 
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1. INTRODUCTION

Most people view traffic accidents as unanticipated 

occurrences that cause damage and human casualties. Because 

of this, it has always posed a threat. A total of 39,871 traffic 

accidents occurred in October 2021 across Turkey. While 228 

of these resulted in death, 17,971 resulted in injuries [1]. As 

seen in Table 1, most of these accidents in our country are 

driver-related accidents. Table 2 shows the total number of 

accidents, deaths, and injuries in 2021. Accidents do happen, 

but not only in Turkey; have they happened often around the 

world. According to the International Association for Safe 

Road Travel, an average of 1.3 million people die in traffic 

accidents each year. This means that there are 3287 deaths per 

day [2]. World Health Organization (WHO), traffic accidents 

rank among the ten leading causes of mortality worldwide [3]. 

The most important condition affecting the ability of drivers 

to drive is fatigue or drowsiness. Due to decreased focus and 

attention, a driver who falls asleep is more likely to be in a 

high-speed crash. When the studies and experiments in the 

literature are examined, the fact that driving performance 

worsens with increasing drowsiness has been confirmed [4]. 

Research from the Adelaide Center for Sleep Research 

demonstrates that drivers who remain up for 24 hours have a 

seven-fold increased risk of an accident and perform as poorly 

behind the wheel as someone with 0.1 g/100 ml of alcohol in 

their blood [5]. Driving in a drowsy state is one of the 

important causes of traffic accidents. A lot of research has 

been done to find ways to make transportation safer and cut 

down on the number of deaths caused by drivers who are too 

tired to drive [6]. 

Table 1. Causes of traffic accidents in 2021 [1] 

No Traffic Accidents Total 

1 Number of Accidents 394,827 

2 Number of Fatal Accidents 1,880 

3 Number of Injury Accidents 170,383 

4 Number of Material Damage Accidents 222,564 

5 Number of Dead* 2,245 

6 Number of Injured 255,300 

Table 2. Traffic accidents in 2021 [1] 

Item No Defect Elements Year 2021 

1 Driver 180,023 

2 Pedestrian 16,539 

3 Vehicle 5,315 

4 Road 840 

5 Passenger 3,545 

An eye-tracking-based driver drowsiness system has been 

proposed by Said et al. [7]. In this operation, the system detects 

the driver's sleep state and sounds the alarm to warn the driver. 

In their study, the Viola Jones model was used to detect the 

face and eye regions When the tests were done inside, the 

accuracy was 82%, and when they were done outside, it was 

72.8%. 

Akalya et al. [8] introduced a fatigue detection system 

employing the Raspberry Pi 3 embedded system board. By 

analyzing facial and eye images through a Haar cascade 
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classifier and calculating the eye aspect ratio (EAR) utulizing 

the Euclidean distance between the driver's eyes, they 

successfully identified blink durations. Krajewski et al. [9] 

developed a model for finding drowsiness based on steering 

patterns. They utilized advanced signal processing techniques 

to create three distinct feature sets. Performance is evaluated 

using five machine learning algorithms such as Support Vector 

Machine (SVM) and K-Nearest Neighbor (KNN), which 

achieved 86% accuracy in drowsiness detection. A method has 

been proposed by Mittal et al. [10] that can detect driver 

drowsiness at an early stage and prevent problems from 

occurring. After pre-processing the data using various features 

such as mouth aspect ratio, eye aspect ratio, pupil circularity, 

and mouth over eye ratio, the algorithms of KNN, Naive Bayes, 

Logistic Regression, Decision Trees, Random Forest, 

XGBoost are evaluated and they obtained 75.67% accuracy 

[10]. In their study, Dwivedi et al. [11] proposed a model for 

detecting drowsiness using Convolutional Neural Networks 

(CNNs). They utilized CNNs to extract the underlying features 

from the input data, followed by a SoftMax layer for 

classification. The results of their experiments showed an 

accuracy of 78% in detecting driver drowsiness using this 

approach. Tadesse et al. [12] proposed a method for detecting 

driver drowsiness using the Hidden Markov Model (HMM) 

Their strategy involves several phases, including the use of the 

Viola Jones algorithm to extract face regions, the Gabor 

wavelet decomposition to extract features from the face 

regions, and the Adaboost learning algorithm to choose the 

most pertinent characteristics. After feature selection, HMM 

was used for the classification of drowsy or non-drowsy 

expressions. The proposed method leveraged the ability of 

HMM to model sequential data and identify patterns in time 

series, which is crucial for accurately detecting driver 

drowsiness. Jabbar et al. [13] proposed a model for detecting 

driver drowsiness using deep learning specifically designed 

for android applications. Their approach involved facial 

landmark point detection, where images were first extracted 

from video frames, and Dlib library was used to extract 

landmark coordinate points from the facial regions. These 

landmark coordinates were then used as input by a multilayer 

perceptron classifier to categorize the identified face 

landmarks as drowsy or non-drowsy. The proposed method 

was evaluated on the NTHU Drowsy Driver Detection Dataset, 

and it achieved an accuracy of more than 80%. In a separate 

study, Picot et al. [14] introduced a method that combined 

visual activity and brain activity to detect driver drowsiness. 

Brain activity was monitored using a single-channel EEG, 

while visual activity was monitored through blinking and 

characterization. By extracting blinking features using EOG 

and employing fuzzy logic to combine these features, an EOG-

based detector was developed. The method underwent 

evaluation using a dataset comprising twenty individual 

drivers, yielding an accuracy of 80.6%. 

In this study, a system is proposed to detect driver 

drowsiness status and prevent possible accidents. A dataset of 

drowsy driver states is obtained. Basic features are extracted 

using the video dataset, and then the extracted features are 

normalized. Then, these data are classified on Jetson Nano and 

Jetson TX2 embedded system boards by applying different 

machine learning algorithms such as Logistic Regression, 

Naïve Bayes, KNN, Decision Tree, Rondom Forest, and MLP 

and the results are compared. An overview of the proposed 

system is given in Figure 1. 

 

 

 
 

Figure 1. An overview of the proposed system 

 

 

2. MATERIAL AND METHODS 

 

2.1 Dataset 

 

UTA Real-Life Drowsiness dataset is used in this study [15]. 

This dataset was created by a research team from the 

University of Texas specifically to detect multistage dormancy. 

It is presented to assist in the identification of multistage 

sleepiness, including not only cases of excessive sleepiness 

and the obvious, but also subtle cases of small micro-

expressions. 

The dataset consists of approximately 30 hours of RGB 

channelled videos of 60 healthy participants. A total of 180 

videos are accessible, with each participant having a video 

representation across three distinct classes: wakefulness, low 

alertness, and drowsiness. The dataset comprises 51 male and 

9 female participants, encompassing individuals from diverse 

ethnic backgrounds, including 10 Caucasians, 5 non-white 

Hispanics, 30 of Indian Aryan and Dravidian descent, 8 

Middle Eastern individuals, and 7 East Asians. Additionally, 

the dataset encompasses a wide range of ages. Data is obtained 

for both the alert and drowsy states. Using methods for 
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extracting features, the data is changed into a set of data with 

10561 rows. 

 

2.2 Feature extraction 

 

The term "feature," which is frequently used in applications 

for image processing, machine learning, deep learning, data 

mining, and pattern recognition, is best defined as the 

qualitative aspect of an object. Dimensionality reduction can 

be achieved through two approaches: feature selection and 

feature extraction. While feature selection involves choosing 

relevant features from the original data, feature extraction 

involves transforming the original data into new features that 

possess robust pattern recognition capabilities [16]. 

The process of feature extraction is facilitated by the 

utilization of the “Dlib” library, a versatile C++ library that 

encompasses various machine learning techniques, including 

classification, clustering, and regression [17]. The appropriate 

features for the grouping models are created based on 68 face 

iterations, as seen in Figure 2. In this study, the mouth-to-

aspect ratio, eye-to-aspect ratio, and mouth-eye-aspect ratio 

are the features that are taken into account. 

 

𝐸𝐴𝑅 =
‖𝑃2−𝑃6‖+‖𝑃3−𝑃5‖

2‖𝑃1−𝑃4‖
  (1) 

 

 
 

Figure 2. Iteration of 68 symbols on a human face [18] 

 

After eliminating the bookmarks from the video frames, all 

of the aforementioned characteristics are computed. When the 

figure is examined, iterations 49-68 for the mouth and 37-48 

for the eyes are used. 

 

Eye Aspect Ratio (EAR): The Eye Aspect Ratio (EAR) was 

introduced by Soukupova and Cech in 2016 and serves as a 

measure of the proportion between the height and width of the 

eye [19]. It is known that blinking increases when the person 

is in a drowsy state. Here, if the blink frequency falls below a 

certain value, it is determined that the person is in a sleep state. 

The EAR equation is given in Eq. (1). Eye aspect ratio is 

shown in Figure 3. 

 

 
 

Figure 3. Eye aspect ratio 

Pupil Circularity (PUC): The EAR is a complementary 

measurement. A drowsy person has a lower PUC than a 

waking person [19]. The equations of PUC are given in Eqns. 

(2) and (3). 

 

𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑟𝑖𝑡𝑦 =
4∗𝜋∗𝐴𝑟𝑒𝑎

𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟2  (2) 

 

where, 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 = |𝑝1 − 𝑝2| + |𝑝2 − 𝑝3| + |𝑝3 − 𝑝4| +
|𝑝4 − 𝑝5| + |𝑝5 − 𝑝6| + |𝑝6 − 𝑝1| 

 

𝐴𝑟𝑒𝑎 = (
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑝2,𝑝5)

2
)

2

∗ 𝜋  (3) 

 

Mouth Aspect Ratio (MAR): The MAR is the ratio between 

the height and width of the mouth [19]. A person's drowsy 

state is also proportional to yawning. In case the detected 

yawning is above a certain value, sleep status will be detected. 

The MAR equation is given in Eq. (4). Mouth aspect ratio, 

where EF and AB are the distance between the points, is 

shown in Figure 4. 

 

𝑀𝐴𝑅 =
|𝐸𝐹|

|𝐴𝐵|
  (4) 

 

 
 

Figure 4. Mouth aspect ratio  

 

Mouth aspect ratio over Eye aspect ratio: MOE is the ratio 

of MAR and EAR. The MOE change is important. It is the 

opposite in drowsy and alert individuals [19]. The MOE 

equation is given in Eq. (5). 

 

𝑀𝑂𝐸 =
𝑀𝐴𝑅

𝐸𝐴𝑅
  (5) 

 

2.3 Feature normalization 

 

Feature normalization is a crucial preprocessing step that 

scales and standardizes the range of features, ensuring that 

they are on a comparable scale and avoiding biases caused by 

differing magnitudes. The default alert state of individuals is 

characterized by unique distinguishing features. For instance, 

person X may naturally have smaller or larger eyes compared 

to person Y, highlighting the inherent variations in physical 

attributes across different individuals. Since a classifier is 

trained on person Y, it will detect a decrease in EAR and PUC 

even though the person is awake, the drowsy state will be 

estimated each time it is tested on person X. Based on this, 

more accurate results will be produced by standardizing the 

characteristics for each individual. Therefore, the 

normalization process is required. The normalization formula 

is mathematically shown in Eq. (6) [20].  

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑛,𝑚 =
𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑛,𝑚 −𝜇𝑛,𝑚

𝜎𝑛,𝑚
  (6) 

 

where, mean and standard deviation for feature n in the first 
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third of blinks in the alert state video for subject m is denoted 

by μ(n,m) and σ(n,m), respectively [20]. After the feature 

extraction process, the average and standard deviation are 

taken to normalize the four feature values obtained, and after 

each value, the normalization process takes place. 

The distribution of values after normalization is shown in 

Figure 5, and it appears that MOE_N is the most important 

characteristic for identifying driver drowsiness. This feature 

has the highest mean value and the smallest standard deviation 

among all the features. Thus, it indicates that MOE_N is a 

crucial factor in detecting driver drowsiness, and it can provide 

the most discriminative information for the classification 

model. Additionally, PUC change also appears to be an 

essential feature in the detection of driver drowsiness, with a 

mean value and standard deviation comparable to some of the 

other important features. This suggests that PUC change can 

provide meaningful information in the classification process 

and help improve the overall accuracy of the system. 

 

 
 

Figure 5. Diagram of distribution of features 

 

2.4 Machine learning 

 

Machine learning, a subfield within the broad domain of 

artificial intelligence, is centered around the utilization of 

sophisticated algorithms to meticulously examine data, extract 

valuable knowledge, and facilitate well-informed predictions 

or decisions. This powerful discipline empowers systems to 

autonomously learn from data patterns, adapt to new 

information, and continuously enhance their performance. By 

leveraging problem-specific training data, machine learning 

systems possess the ability to automate the creation of 

analytical models and solve various associated tasks [21]. In 

this study, six different algorithms (Random Forest, Decision 

Tree, Naive Bayes, KNN, Logistic Regression, and MLP) are 

used for detecting and classifying the driver’s drowsiness. 

These algorithms are being put to the test to see which one 

performs the best at detecting and categorizing driver 

drowsiness. They then used the grid search hyperparameter 

optimization (GSHPO) method to fine-tune the parameters of 

the classifiers for optimal performance.  

 

2.4.1 K-Nearest Neighbours (KNN) 

Instead of using the probability theorem, the K-nearest 

neighbor (K-NN) algorithm performs classification based on 

the distance between data points [22]. The basic idea in this 

model is to determine the nearest neighbor. Euclidean 

calculation is made between the test sample and the training 

data to determine the class. Here, a loop is established for the 

k-value value and the k-value value that gives the best result is 

taken. In our study, the k-value is selected as 25. 
 

 
 

2.4.2 Logistic regression 

It is used to solve binary classification problems and 

estimate the probability of a binary result [23]. Using logistic 

regression is an appropriate regression strategy, especially 

when the dependent variable is binary. This method is a binary 

classifier ideal for detecting drowsy or alert states.  
 

2.4.3 Naive Bayes 

Naive Bayes is a classification method based on Bayes’ 

Theorem. Basically, according to a Naive Bayes classifier, the 

presence of a particular feature in a class is unrelated to the 

existence of another feature. The Naive Bayesian model is 

easy to construct and extremely useful when dealing with large 

datasets [23]. In this study, Bernoulli Naive Bayes is 

determined as a classifier.  

 

2.4.4 Decision tree 

The decision tree is a versatile supervised learning 

technique utilized for both classification and regression tasks 

[23]. Unlike parametric methods, the decision tree does not 

impose any assumptions about the underlying data distribution. 

Instead, it learns from labelled data to construct a classification 

model. Decision tree algorithms are popularly employed in 

creating classification models due to their similarity to human 

reasoning processes [24]. In this study, the maximum depth is 

examined with a loop, and the best result is obtained by using 

two depths. 

 

2.4.5 Random Forest 

This classifier is based on ensemble learning and uses 

multiple decision trees to interpret the data [22, 25]. In the 

random forest, rather than using a deterministic method, each 

node's decision is chosen through a random process. The 

classifier's accuracy is determined by averaging each tree's 

accuracy. 

 

2.4.6 Multi-Layer Perceptron (MLP) 

MLP has a structure in which many neurons with non-linear 

activation functions in architectural terms are hierarchically 

connected [10]. In this model, the optimizer is selected as a 

sigmoid. Adam is an activation function and there are hidden 

layers in the MLP system. 

 

2.5 Embedded system 

 

Embedded systems are microprocessor-based computer 

hardware systems that perform a specific task as a stand-alone 

system or as part of a large system and have their software. 

Due to its low power consumption, processing power, cost, 

and real-time capabilities, this study is analyzed on different 

embedded system boards and the results are presented. Jetson 

Nano and Jetson TX2 are given in Figure 6. 

Jetson TX2: The Jetson TX2 is a powerful and energy-

efficient artificial intelligence (AI) embedded computer 

system [26]. This system is based on the Nvidia Graphics 

Processing Unit (GPU) and contains hardware interfaces that 

support a wide range of goods and programs. 

Jetson Nano: Image classification, object detection, and 

segmentation are common applications that utilize the NVidia 

Jetson Nano [27]. It is a tiny microprocessor board used for 

constructing and training models with GPU 128-core Maxwell 

to display AI frameworks and apps efficiently. Technical 

specifications are given in Table 3.  

 

MOE_N (%28)

MAR_N (%26)Circularity_N (%25)

EAR_N (%21)

MOE_N MAR_N Circularity_N EAR_N
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Table 3. Features of used hardware [28] 

Jetson TX2 
Jetson 

Nano 
Hp pavilion 

GPU 

NVIDIA Pascal, 

256 

CUDA cores 

NVIDIA 

Maxwell, 

128 

CUDA 

cores 

NVIDIA 

GeForce GTX 

1050 Ti 

CPU 

Dual-core Denver 2 

64-bit + Quad-core 

ARM Cortex-A57 

MPCore 

Quad-core 

ARM 

Cortex-A57 

MPCore 

Intel(R) 

Core(TM) i5-

8300H CPU 

Memory 
8 GB 128-bit 

LPDDR4 

4 GB 64-bit 

LPDDR4 

16,0 GB Ram 

64-bit 

Data 

storage 

32 GB eMMC, 

SDIO, 

SATA 

MicroSD 

card 
16 GB RAM 

(a) 

(b) 

Figure 6. (a) Jetson Nano and (b) Jetson TX2 

3. PREPROCESSING

In this section, the data obtained after the feature extraction 

process is classified with the help of the algorithms given 

below, and the results are obtained. The "significance of 

acquired features" refers to techniques that calculate a score 

for all input features for a given model. A higher score means 

that a particular feature will have a greater impact on the model 

used to predict a particular variable. The feature distribution 

graph of the data with the feature extraction process is given 

in Figure 7. In this distribution, it is shown which feature 

occurs and how often.  

The correlation matrix is a graphical representation of the 

data to show which features are most correlated with the target 

feature [29]. Each feature in a dataset is represented as colors. 

This means that colours provide information to researchers 

about the relationships between traits. Considering the values 

alone may not be sufficient with big data to understand it. It 

shows the correlation between each square and the variables 

in the correlation map. 

Figure 7. The feature distribution graph of the features 

Correlation is often used to determine whether there is a 

cause-and-effect relationship between two variables. This 

value varies between -1 and 1. The closer it is to 1, the more 

positive it is. If the value is close to -1, it is negatively 

correlated. In addition, if the value is 0, it means that there is 

no relationship between the variables. The reason the 

diagonals are 1 is that each variable is associated with itself 

there. The larger the number and the darker the color, the more 

successful the correlation. There is a strong positive 

correlation between Circularity_N & EAR_N, Circularity_N 

& MAR_N. There is a strong negative correlation between 

MOE_N & EAR_N, Circularity_N & MAR_N. The feature 

correlation heat map is shown in Figure 8. 

Figure 8. Feature correlation heat map 

Grid Search 

The most popular technique for studying the 

hyperparameter configuration space is grid search (GS) [29, 

30]. Grid search is a thorough investigation or a brute force 

approach that evaluates all possible combinations of 

hyperparameters given a grid configuration. The way GS 

operates is by measuring the cartesian product of a user-

defined, finite set of values [30, 31]. The grid search method 

is used to select the most suitable parameter for the classifiers 

chosen for this research and to receive classifier results. 

Cross-validation 

The system's ability to generalize, or how well it performs 

on data that has not been seen before, is typically the primary 

concern in regression and classification operations. The model 

building typically does not use the data from the testing section 

to obtain an accurate estimate of performance [32]. 

As a result, many issues arise, and it is usual practice to use 
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k-fold cross-validation in classification and regression, where 

all available data is randomly divided into k sets to deal with 

these issues [32, 33]. Each set is used once as a test set and k 

times total during the training or model fitting process, with 

the additional sets being used for model building. Since all the 

data is used for testing as well as training, the method 

eventually obtains k-independent realizations of the error 

measure. By taking the average of the k-error measures, an 

overall measure of error is made that is usually more accurate 

than a single measure.  

Performance Evaluation 

Before the prediction model is developed, all models must 

be assessed using various evaluation criteria [30, 34]. To date, 

we have evaluated our prediction models using accuracy 

scores. However, in some cases, a model’s accuracy score 

alone isn't sufficient to assess it properly because, in the case 

of a low accuracy score, it doesn't specify which class (positive 

or negative) our models are incorrectly predicting. We 

calculate the accuracy, precision score, recall score, and F1-

score for both models to make this clearer. Parameters 

equations are given in Eqns. (7)-(10) [35, 36]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑛+𝑡𝑝

𝑡𝑛+𝑡𝑝+𝑓𝑛+𝑓𝑝
  (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
  (8) 

 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (9) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝+𝑓𝑝
  (10) 

 

 

4. EXPERIMENTAL RESULTS 

 

This section displays the results of the 10-fold cross-

validation after optimization, the performance metrics results 

for each model, the confusion metric results, and a comparison 

of each prediction model before and after the application of the 

grid search-based hyperparameter technique. The performance 

of the disease prediction test result prediction model is 

compared for performance evaluation in terms of goodness-of-

fit. As the model is compared in this proposed method, 

machine learning algorithms such as Logistic Regression, 

Naive Bayes, KNN, Decision Tree, Random Forest, and MLP 

are used. 

When a model makes predictions for each class, the 

confusion matrix displays the number of correct classifications 

as well as misclassifications (positive or negative). The 

confusion matrix, which displays correctly and incorrectly 

predicted samples in the test results, is used to validate our 

work. Based on the training data employed in this study's 

model, Figures 9-14 visually depict the accurate prediction of 

the confusion matrix and classification report for each 

individual model. These figures offer comprehensive insights 

into the model's performance, showcasing its ability to make 

precise predictions based on the provided training data. In the 

confusion matrix, "0" is the label of the alert class, and "1" is 

the label of the drowsy class. 

The driver drowsiness detection model training has been 

carried out successfully using machine learning and computer 

vision. In this study, six different machine learning algorithms 

which are Random Forest, Decision Tree, Naive Bayes, KNN, 

Logistic Regression, MLP algorithms. These models are 

evaluated by comparing each other according to the success of 

accuracy and F1-score. The ROC curve, accuracy graph, and 

F1-score of all algorithms used are shown in Figure 15. 

 

 
 

Figure 9. Confusion matrix and classification report of KNN 

 

 
 

Figure 10. Confusion matrix and classification report of 

Logistic Regression 

 

 
 

Figure 11. Confusion matrix and classification report of 

Naive Bayes 
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Figure 12. Confusion matrix and classification report of 

Decision Tree 

 

 
 

Figure 13. Confusion matrix and classification report of 

Random Forest 

 

 
 

Figure 14. Confusion matrix and classification report of 

MLP 

 

Table 4 shows the result of GSHPO for the six models used 

in this paper. As in Table 5, in the testing part, MLP is fitted 

and executed with the best parameters, after GSHPO is applied 

and found to be 91.77%, 91.97%, 90.04%, accuracy, F1, and 

AUC-ROC value, respectively. The MLP algorithm is 

followed by Random Forest, Decision Tree, Logistic 

Regression, KNN, and Naive Bayes, algorithms with F1-score 

of 86.38%, 84.56%, 82.70%, 80.83%, and 79.37%, 

respectively. 

 

 
 

Figure 15. Graph of evaluation metrics 

 

Table 4. Accuracy results of used algorithms  

 
Model Accuracy F1-Score ROC (AUC) 

Logistic R. 0.82916 0.82700 0.88457 

KNN 0.80937 0.80837 0.86021 

Decision Tree 0.84791 0.84566 0.89202 

Random Forest 0.86145 0.86386 0.90837 

Naive Bayes 0.76770 0.79371 0.83187 

MLP 0.91770 0.91979 0.90044 

 

The results of all models in the AUC-ROC comparison are 

submitted. The random forest models achieve the highest 

ROC/AUC results, which are 0.90837, and the NB models 

achieve the lowest ROC/AUC results, which are 0.83187. All 

models’ ROC results given in Figure 16 are above 80%, which 

indicates that GSHPO significantly contributes to improving 

the results. 

The statistical significance of each attribute in the data is 

described in terms of its model effect by the importance of the 

feature. The model determines how to calculate each feature's 

importance. The significance of features for the MLP with the 

highest accuracy is depicted in Figure 17. All features are more 

significant in RF. There are no features of any value. Nearly 

all features help make predictions, but some are more crucial 

than others, such as Circularity_N and MAR_N. 

 

 
 

Figure 16. ROC curve of used algorithms 
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Figure 17. Feature importance for MLP algorithm 

 

In addition to the personal computer, this study is tested on 

different embedded systems such as Jetson Nano and Jetson 

TX2, and the results are obtained, and the FPS graphics of 

these systems are given in Figure 18. Features that detect the 

driver's drowsiness state based on human facial expressions 

are used. Facial images are taken with the help of the camera 

without disturbing the driver and transferred to the Jetson 

Nano and Jetson TX2 cards, allowing the system to work 

successfully. Also, the success of this system does not depend 

on the age of the driver or the model of the car. With the work 

done here, besides taking advantage of the high speed and low 

power consumption features of embedded system cards, the 

portability of the designed model is also provided. 

This study is also performed on the Jetson Nano and Jetson 

TX2 platforms, and the comparative results are presented in 

Table 5. It is seen that testing and training times are shorter in 

the designed system on the Jetson TX2 platform compared to 

the Jetson Nano.  

Among the classifiers used in all environments, it is seen 

that the random forest algorithm comes to the forefront in 

terms of time. The algorithm that gives the longest result is the 

decision tree classifier. Comparison of the score (accuracy), 

training, and testing times on the PC, Jetson Nano, and TX2 

environments are given in Figures 19–21, respectively. 

Table 6 lists and analyses related studies from the literature. 

A study has compared the results of their machine learning 

classifiers to those of previous studies found in the literature 

and found that their classifiers achieved higher accuracy. This 

is a positive result and indicates that our machine learning 

classifiers may be more effective than previous methods. 

 

 
(a) 

 
(b) 

 

Figure 18. FPS graph of embedded systems (a) JetsonTX2; 

(b) Jetson Nano 

 

Table 5. Comparison of training and testing time between different environments 

 

Hardware Parameters 
Model 

Random F. Logistic R. Naïve Bayes KNN Decision T. MLP 

PC 

Score 0.8614 0.8291 0.7677 0.80937 0.8479 0.9177 

Training time (s) 141.121 4.2408 3.8186 31.8176 17.0075 8.4737 

Testing time (s) 0.06860 0.0068 0.0037 0.04266 0.00261 0.00546 

Jetson Nano 

Score 0.8614 0.8291 0.7677 0.8093 0.8479 0.8479 

Training time (s) 232.695 7.4163 0.3604 57.6301 33.2625 21.4636 

Testing time (s) 0.0700 0.0076 0.0319 0.1859 0.0076 0.0122 

Jetson TX2 

Score 0.8614 0.8291 0.7677 0.8093 0.8479 0.8468 

Training time (s) 179.164 4.1637 3.1086 44.7255 24.0499 10.4484 

Testing time (s) 0.0498 0.0034 0.0034 0.1453 0.0034 0.0163 

 

Table 6. Comparison of studies in the literature 

 
No Study Logistic Regression Naive Bayes KNN Decision Tree Random Forest MLP 

1 Our Study 0.8291 0.7677 0.8093 0.8479 0.8614 0.9177 

2 [10] 0.7567 0.6479 0.6515 0.6541 0.6041 0.6942 

3 [19] 0.64 0.70 0.75 0.74 0.77  

4 [9]   0,861    

5 [37]    0.735 0.824  
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Figure 19. Comparison of the score (Accuracy), training, and 

testing time on the PC environment 

 

 
 

Figure 20. Comparison of the score (Accuracy), training, and 

testing time on the Jetson Nano environment 

 

 
 

Figure 21. Comparison of the score (Accuracy), training, and 

testing time on the Jetson TX2 environment 

 

 

5. CONCLUSIONS 

 

This research proposes a system for real-time driver 

drowsiness monitoring based on ocular behavior and machine 

learning by using hyperparameter optimization with a grid 

search approach (GSHPO). Here, visual behavior features 

such as MOE-N, EAR-N, Circularity-N, and MAR-N are 

calculated from a webcam's video stream and feature 

extraction is carried out. Normalization is applied to the 

obtained features, and feature distribution and heat map graphs 

are provided. By using normalized features, classification is 

performed with the help of Logistic regression, Naive Bayes, 

KNN, Decision Tree, Random Forest, and MLP machine 

learning algorithms. The MLP classifier has been observed to 

outperform other classifiers. The accuracy, ROC, and F1 

scores for the MLP are obtained to be 0.91, 0.90, and 0.91, 

respectively. In addition, the planned system has been 

implemented on the embedded system platforms Jetson Nano 

and Jetson TX2, and a comparison is shown. The fact is that 

this study, which is offered as hardware, can be utilized on the 

vehicle system in a portable manner is crucial to the work 

accomplished. The method put forth in this paper could be 

expanded upon for use in subsequent studies by using a larger 

number of datasets and/or more expensive algorithms to aid in 

the validation of the GSHPO under various circumstances. 
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