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A typical video record aggregation system requires the concurrent performance of a large 

number of image processing tasks, including but not limited to image acquisition, pre-

processing, segmentation, feature extraction, verification, and description. These tasks must 

be executed with utmost precision to ensure smooth system performance. Among these 

tasks, feature extraction and selection are the most critical. Feature extraction involves 

converting the large-scale image data into smaller mathematical vectors, and this process 

requires great skill. Various feature extraction models are available, including wavelet, 

cosine, Fourier, histogram-based, and edge-based models. The key objective of any feature 

extraction model is to represent the image data with minimal attributes and no loss of 

information. In this study, we propose a novel feature-variance model that detects 

differences in video features and generates feature-reduced video frames. These frames are 

then fed into a GRU-based RNN model, which classifies them as either keyframes or non-

keyframes. Keyframes are then extracted to create a summarized video, while non-

keyframes are reduced. Various key-frame extraction models are also discussed in this 

section, followed by a detailed analysis of the proposed summarization model and its results. 

Finally, we present some interesting observations about the proposed model and suggest 

ways to improve it. 
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1. INTRODUCTION

Video summarization is a critical task in efficiently 

processing vast video sequences. It involves designing various 

video processing models, including shot boundary detection, 

clustering of distinct shot boundaries, event-based 

classification, feature extraction from shot boundaries and 

events, and ultimately generating a concise summary. The goal 

of video summarization is to reduce large-sized videos into 

smaller segments or strips through event time-stamp 

estimation. For an effective summarization approach, each of 

these segments is analyzed using multiple feature extraction 

and classification methods. Numerous researchers have 

developed a wide range of event-based key-frame extraction 

(KFE) or video summarization algorithms to accomplish this 

task. 

In the domain of signal processing, video summarization 

aims to eliminate redundant information from a series of 

frames. To create an effective video summarization model, it 

is necessary to analyze frame features and assess their 

similarity. By employing this approach, frames with similar 

feature sets can be grouped, which in turn can be used to 

reduce frame redundancy. Moreover, the summarized output 

should reflect all key events present in the input video while 

maintaining a minimal output video size. High-speed 

algorithms that generate large-sized summarized videos limit 

their usability for event-based summarization applications. 

Video processing operations are among the most 

computationally complex operations due to the high 

dimensionality of the input data. Applications of video 

processing include surveillance, object tracking, user tracing, 

path monitoring, and more. Each of these applications requires 

a substantial amount of video data to produce the desired 

output. In all these applications, the event of interest occurs for 

a short duration, which must be effectively captured for 

efficient identification. Video capturing systems collect vast 

amounts of data and apply application-specific classification 

algorithms to identify the underlying events of interest. 

However, the immense data size makes it computationally 

challenging to extract the event of interest within a given time 

frame. This limitation is overcome by introducing video 

summarization architectures, which accept input videos and 

apply a series of complex mathematical operations on the 

frame sets to identify redundancies and outliers. By removing 

these outliers, only frames of interest remain, typically 

constituting less than 10% of the entire video's size. Various 
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deep learning models can be employed to perform this task, as 

shown in Figure 1. The architecture operates through the 

following steps: 

 

• The input video is divided into frames, which are 

provided to a sampling unit. 

• The sampling unit is based on a shot boundary 

detection algorithm that identifies video effects such 

as fade in, fade out, and cuts. 

• Shot boundaries allow for the initial removal of 

redundancy from the image, generating candidate 

frames. 

• These candidate frames are processed using deep 

learning models, e.g., AlexNet and GoogLeNet, to 

obtain relevant features. 

• The extracted features are fed to classification models, 

such as Auto Encoders and Random Forest classifiers, 

to determine if the current frame is useful or redundant. 

 

This method enables the generation of a concise summary 

that conveys the essential parts of the complete video. 

Considering the vast amount of video content available on the 

web or systems, effective video summarization facilitates 

users' browsing and navigation through extensive video 

collections, thus increasing user engagement and content 

consumption. This motivation underlies the current study. 

 

 
 

Figure 1. Proposed feature variance-based GRU RNN video summarization model 

 

 

2. LITERATURE REVIEW DEEP LEARNING-BASED 

VIDEO SUMMARIZATION 

 

Video summation necessitates the appearance of 

predetermined picture administration squares with the goal of 

these squares performing consistent subordinate picture to-

picture comparability evaluations for discovering plenitude 

lodgings. Such a design is represented in the study [1] where 

approach affiliation is examined. Such a design is represented 

in the study performed by author of the study [1] where 

attitude affiliation is examined. The association combines data 

from visual and text-based highlights to assess outline 

significance; and after a brief timeframe, removes the essential 

lodgings from the given educational rundown. It makes use of 

highlights like the number of worked up area, the relationship 

from text to design, the disaster from text to format, the 

number of text sections in a substance portrayal, the scene 

from bundling to message, the weaving relationship between 

edge and text, and the significance score of video shot. The 

organization additionally employs a nearby idea model of 

long-passing memory (LSTM) to discover visual substance, 

and thus interfaces these substances with text data to discover 

layout significance. Considering this multimodal framework, 

exactness of plan is around 53%, which is higher than fearless 

taking a gander at (33%), Dictionary Selection based Video 

Summarization (DSVS) (49%) and Co-Model Analysis (CA) 

(half); in any case is low for tireless use. This precision can be 

other than outstanding utilizing the work in the study [2], 

wherein an essential idea model with LSTM is proposed. The 

model uses a mix of multi-facet perceptron with twofold 

LSTMs to work on the value of once-wrapped up. By morals 

of this blend, an exactness of 63% is refined utilizing visual 

saliency LSTM with thought model (vsLSTM+Attn.), which 

is higher when separated and visual saliency LSTM (vsLSTM) 

(57%), and fundamental LSTM dppLSTM (52.5%), and 

accordingly, has astounding obvious use. This show can be 

comparatively improved by utilizing different set up CNN 

models (irrefutable CNN) as proposed in the study [3], 

wherein key-frame extraction is finished utilizing CNN 

consolidate vectors. This work utilizes lacking auto-encoder 

(AE) nearby odd woods (RF) classifier to pass on an accuracy 

of 83.3%, which makes it reasonable for shut circuit TV 

(CCTV) applications. The assorted CNN model has high 

accuracy when confined and AlexNet (66%), GoogLeNet 

(61%), VGG16 (67%), and Inception Net (71%); appropriately, 

showing that obvious CNN structures are unparalleled than 

single CNN ones. This show can consider other summation 

models as depicted in the study [4], wherein approaches like 

Motion based way of thinking, Event based procedure, Color 

based point of view, Audio-visual based framework, 

Trajectory assessment, Gesture based, Clustering, shot 

confirmation approach and Mosaic based construction is 

portrayed. These designs can be applied for different video 

news format as displayed in the study [5], wherein human 

methods for unprecedented of video are portrayed. These 

methodologies consider partition data; and oblige it with PC 

vision to review best models for news design. It is seen that 

colossal learning models that usage CNN and relative 

enhancements beat different models the degree that news and 

occasion-based video rundown. This can be seen from the 

study [6], wherein foreboding neural affiliations (RNNs) with 

multi-edge revived LSTM (MOLRVS) is utilized for once-

wrapped up. The model adjusts the LSTM plan by adding 

different heaps of LSTM layers for better execution. It is seen 
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that the proposed MOLRVS organizing has an accuracy of 

85.3%; which is higher than Memorable Rich Video 

Summarization (MRVS) (69.3%), Video Summarization with 

Attention-based Encoder–Decoder Networks (VSABEDN) 

(71.6%), Unsupervised Object-level Video Summarization 

with Online Motion Auto-encoder (UOVSOMAE) (76.9%), 

Framework towards Domain Specific Video Summarization 

(FDSVS) (82.2%), and Video Summarization through 

Nonlinear Sparse Dictionary Selection (VSNSDS) (75%); in 

this way making it fundamentally basic determinedly video 

outline applications. A quick overview of other such 

monstrous taking in constructions can be seen from the study 

[7], wherein assessments like Action Ranking (56.3%), cross 

plan RNN (57.7%), MAVS (66.8%), and SMN (64.5%) are 

looked at. These models produce moderate level precision; and 

thusly, can be utilized for coarse approximated video once-

over applications. These outcomes can be other than forefront 

if once-over is done by client question. The work described in 

the study [8] proposes such a masterminding that utilizes 

LSTM model with Generative Adversarial Network (GAN) to 

get accuracy of 74.5%; by integrity of relationship of client 

obligation during chart evaluation. This work is invigorated by 

the models proposed in the study [9], wherein explicit 

fundamental learning and AI methods are portrayed for outline.  

A close to display is proposed in the study [10], wherein 

content-based video thought is utilized for extraction of 

accurate edges from input video. The model joins Frame-based 

highlights, Segment-based highlights, Visual Semantic 

highlights, Visual Raw highlights and Audio highlights to 

make a wide segment vector. This vector is given to a CNN-

based association named as HighlightNet; which gives a 

section significance score. The pieces that have high 

significance score are withdrawn, and utilized for verifiable 

outline. This model can be broadened utilizing the work in the 

study [11], wherein a base up video stand-out framework is 

portrayed. This structure can consider yield video 

improvement choices subject to various part designs. A 

precision of 36.6% is obtained utilizing this approach, which 

can be utilized for changing the yield of different procedures. 

A calculation that uses super-pixels for video once-over can 

be seen from the study [12], here, every pixel is changed over 

into super-pixel through similarity evaluation. This closeness 

respect permits the pixels to be tended to regarding each other; 

and starting there on by utilizing a district blending calculation; 

the pixels are cemented to diagram a super-pixel. These super-

pixels are then given to an indistinguishable quality 

assessment motor to play out the last synopsis. This outcome 

into a precision of 62.6% which is higher when segregated and 

VSUMM (54.4%), lacking word reference methodologies (SD) 

(48.3%), and Key Point-Based Key-frame Selection (KBKS) 

(46%). Comparative models are depicted in the studies [13-

16], wherein Event-Related Potential Responses, network 

video overview utilizing super pixels, Joint Integer Linear 

Programming (JILP), and cautious video summary 

improvements are portrayed. Out of these, the JILP approach 

beats different procedures, by giving an exactness of 59.9% 

across different datasets. Strategies like JILP are depicted in 

the studies [16-18], wherein Sequential Determinant Point 

Process, Feature Discrimination, and Synthetic Coordinate 

based Recommendation are inspected. 

A novel Deep Side Semantic Embedding (DSSE) model is 

proposed, wherein side information about videos is used in 

order to generate video summaries. The model uses 

information like click rates, semantic relevance, textual-space 

to visual-space mapping and feature classification using CNNs 

in order to achieve classification accuracy of 81%, which 

makes the system deployable for real-time use cases. Another 

novel model that uses user-ranking for video segments in order 

to summarize the video is proposed in the studies [19-21]. This 

model uses a combination of 2D CNNs, 1D CNNs and LSTMs 

in order to generate a refined importance score for each video 

segment. This score is combined with user rankings in order 

to obtain the final score about each segment, and based on this 

score the final summarization is done. Architecture of this 

system can be observed from Figure 1, wherein the fused 2D 

CNN [22], 1D CNN and LSTM model [23] can be seen. This 

model is able to achieve an accuracy of 83% on SumMe and 

TVSum datasets, which is high enough considering that 

standard CNN architectures like visual LSTM is 53% accurate, 

deep LSTM is 54% accurate, GAN [24] is 59% accurate while 

deep regression learning is only 61% accurate on the same 

datasets. Similar deep learning models are proposed, wherein 

audio-video alignment, Nonlinear sparse dictionary selection, 

and Graph Based sentence summarization algorithms 

respectively are used.  

Linear models that use effective feature extraction for video 

summarization, wherein algorithms like correlation of 

modality, bidirectional LSTM, and scale invariant feature 

transform (SIFT) are used respectively. These algorithms 

achieve a moderate performance of 53%, 60% and 75% are 

achieved due to minimal use deep learning or bioinspired 

models. A high accuracy bio-inspired model-based video 

summarization architecture that uses Artificial Bee Colony 

(ABC) Optimization is also proposed. This model aims at 

maximizing frame difference between consecutive frames in 

order to achieve an accuracy of 70% on different datasets. This 

model can be improved by addition of colour features with key 

frame extraction as suggested, wherein an accuracy of 67% is 

achieved with help of thresholding algorithm, which reduces 

overall system complexity. It can be observed that these 

models vary widely in terms of accuracy performance and area 

of application. Thus, in order to reduce complexity of 

algorithmic selection, the next section compares these 

algorithms in terms of area of application and approximate 

accuracy of summarization. 

 

 

3. GRU BASED RNN MODEL 

 

The proposed feature variance-based GRU RNN video 

summarization model uses a combination of efficient feature 

extraction, feature selection and RNN based classification. 

Overall work flow of the system is shown in Figure 1, can be 

described as follows, 

• The input training set video is given to feature extraction, 

wherein grey level co-occurrence matrix (GLCM) [25] and 

Wavelet features are extracted. 

• These features are given to a variance-based feature 

selection model, wherein feature reduction is performed. 

• The selected features are converted into feature frames, 

and given to GRU based RNN model for classification. 

Output of classification indicates whether the given frame 

is key-frame or non-key-frame as shown in Figure 2 [26]. 
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Figure 2. GRU's RNN model to be classified into key frames and non-key frames 

 

There is no standard or universal way to classify GRU and 

RNN models into key frames and non-key frames. The 

classification of frames into key frames and non-key frames 

typically depends on the specific problem and the desired 

outcome. In video processing, for example, key frames are 

often selected based on their visual importance or their ability 

to represent the content of the video, while non-key frames are 

frames that can be discarded without losing much information. 

The choice of which frames to classify as key or non-key 

frames depends on the specific application and the 

requirements of the user. 

Based on these steps, it can be observed that the input 

training video is initially given to a feature extraction block, 

wherein GLCM features are evaluated. These features include 

angular 2nd moment (A2M), contrast (C), and correlation (Cr) 

and are estimated using Eq. (1), Eq. (2), Eq. (3) respectively. 

 

𝐴2𝑀 =∑∑𝑝(𝑖, 𝑗)2
𝐶

𝑗=1

𝑅

𝑖=1

 (1) 

 

𝐶 =  ∑∑𝑅 ∗ 𝐶 ∗ 𝑝(𝑖, 𝑗)

𝐶

𝑗=1

𝑅

𝑖=1

 (2) 

 

𝐶𝑟 =
∑ ∑ 𝑅 ∗ 𝐶 ∗ 𝑝(𝑖, 𝑗)𝐶

𝑗=1
𝑅
𝑖=1 − 𝜇𝑖 ∗ 𝜇𝑗

𝜎𝑖 ∗ 𝜎𝑗
 (3) 

 

where, R, C represent video dimensions, and, ‘p’ is co-

occurrence probability for the video pixels, while 𝜎 𝑎𝑛𝑑 𝜇 are 

standard deviation and mean of the video pixels. After GLCM, 

Haar wavelet transform is applied to the video sequence, and 

approximate component (AC), horizontal component (HC), 

vertical component (VC) and diagonal component (DC) [27] 

are estimated. Evaluation of these components is done using 

Eq. (4), Eq. (5), Eq. (6), Eq. (7) as follows: 

 

𝐴𝐶𝑖 =
(𝑃𝑖𝑥1𝑖 + 𝑃𝑖𝑥2𝑖)

2
 (4) 

 

𝐻𝐶𝑖 =
(𝑃𝑖𝑥1𝑖 − 𝑃𝑖𝑥2𝑖)

2
 (5) 

 

𝑉𝐶𝑖 =
(−𝑃𝑖𝑥1𝑖 + 𝑃𝑖𝑥2𝑖)

2
 (6) 

 

𝐷𝐶𝑖 =
(−𝑃𝑖𝑥1𝑖 − 𝑃𝑖𝑥2𝑖)

2
 (7) 

 

where, 𝑃𝑖𝑥1 𝑎𝑛𝑑 𝑃𝑖𝑥2  current and next video pixels, and ′𝑖′ 
represents number of pixels present in each video frame [28]. 

Both these feature sets are combined in order to estimate 

feature variance, which is evaluated using Eq. (8) as follows: 

 

𝑉𝑎𝑣𝑔 = √
  
  
  
  
 

∑ (𝑥𝑎 −
𝑚
𝑎=1

∑
√∑ (𝑥𝑗 −

∑ 𝑥𝑘
𝑛
𝑘=1

𝑛
)2𝑛

𝑗=1

𝑛 − 1
𝑚
𝑖=1

𝑚
)2

𝑚 − 1
 

(8) 

 

where, ‘m’ is the number of video frames present in current 

class (key-frame and non-key-frame), ‘n’ is number of 

samples in other class, while ‘x’ represents value of the feature. 

Due to selection of most variant features dimensionality of the 

features is reduced, which allows for faster and more accurate 

classification. The goal of dimensionality reduction is to 

remove redundant or less important features while retaining as 

much information as possible. There are many methods for 

dimensionality reduction, such as Principal Component 

Analysis (PCA), Linear Discriminant Analysis (LDA), and t-

SNE, and each method will result in a different reduction in 

feature dimension. Typically, the reduced feature dimension is 

a parameter that can be adjusted to trade off between 

computation time and accuracy. A lower dimensionality leads 

to faster computation times but potentially lower accuracy, 

while a higher dimensionality results in more accurate 

predictions but longer computation times. The optimal feature 

dimension will depend on the specific problem and the desired 

level of accuracy. The actual features are around 50% higher 

than selected features. 
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 These features are given to a GRU RNN [29, 30] model as 

observed from Figure 3, wherein video features are classified 

into key-frame and non-key-frame classes. Here, the input 

image is given to 3 different convolutional layers, each layer 

consists of the following sub-layers, 

• Convolutional layer for feature augmentation. 

• Rectilinear unit with max-pooling for feature 

selection 

• Dropout layer for feature reduction 

 

 
 

Figure 3. Proposed GRU based RNN classifier design for 

video summarization 

 

The network structure of each convolutional layer typically 

consists of the following sub-layers: 

Convolutional layer: This layer performs a convolution 

operation on the input, which involves element-wise 

multiplication of the input with a set of filters or kernels, 

followed by a summation over all elements. The result of the 

convolution operation is a feature map. 

Activation layer: This layer applies an activation function 

to the output of the convolutional layer. Common activation 

functions used in convolutional neural networks (CNNs) 

include ReLU (rectified linear unit), sigmoid, and tanh. The 

activation function adds non-linearity to the network, allowing 

it to model more complex functions. 

Pooling layer: This layer performs down-sampling by 

summarizing the information in a subset of the feature map. 

Common pooling methods include max pooling and average 

pooling. 

All these layers are connected in cascade such that the final 

layer has maximum number of relevant features. These 

features are given to a GRU model, wherein fully connected 

neural network is used. Outputs of this GRU layer are 

connected to a soft max activation model, wherein the final 

key-frame and non-key-frame information is obtained. All the 

key-frames are stored at the output, while all the non-key-

frames are removed from the sequence. This model is tested 

on a large number of videos, and compared with existing state-

of-the-art models. Result analysis of the model can be 

observed from the next section, wherein accuracy and delay 

values are evaluated and compared with reviewed models. 

 

 

4. ANALYSIS OF RESULT 

 

We compared the performance of the proposed GRU RNN-

based feature variant methods in terms of average accuracy 

(A), and delay (R) values. The proposed model was run in 

Python, which is a general purpose environment that can be 

used for analysis of different video data samples. According to 

the evaluation of these values for the various tested models 

shown in Tables 1 and 2, the proposed model outperforms the 

other models in terms of accuracy and delay values. These 

results come from testing the system using the TRECVID 

dataset, which includes more than 5000 movies grouped into 

different categories. 

The results showcase that the proposed model is over 4% 

more accurate than the models described in the studies [3, 14], 

thereby making it useful for real time deployments. This can 

also be observed from Figure 4, wherein accuracy values are 

visualized. In Figure 4 higher ordinate values indicate greater 

values or quantities, while lower ordinate values indicate 

smaller values or quantities. 

Similar analysis is done in terms of delay of execution, and 

can be observed from Table 2. 

It is clear from the delay values that the suggested GRU 

RNN model performs better than other models and increases 

speed by 25%. This is also evident in Figure 5, which shows 

these numbers in visual form. 

 

Table 1. Comparative analysis of different video 

summarization models  

 
Number of videos Avg. A [3] Avg. A [14] Avg. A [Proposed] 

10 00.80 00.90 00.90 

20 00.85 00.90 00.95 

30 00.67 00.95 00.95 

40 00.70 00.94 00.94 

50 00.79 00.85 00.96 

60 00.83 00.86 00.95 

70 00.86 00.85 00.95 

80 00.78 00.85 00.94 

90 00.81 00.85 00.93 

100 00.83 00.86 00.92 

110 00.85 00.86 00.92 

120 00.86 00.86 00.92 

130 00.87 00.86 00.94 

140 00.88 00.87 00.92 

150 00.86 00.88 00.93 

160 00.87 00.89 00.93 

170 00.87 00.89 00.93 

180 00.88 00.90 00.94 

190 00.89 00.90 00.94 

200 00.89 00.91 00.95 

210 00.90 00.91 00.95 

 

Table 2. Delay of different video summarization models 

 
Number of 

videos 

Avg. D (s) 

[3] 

Avg. D (s) 

[14] 

Avg. D (s) 

[Proposed] 

10 31.60 15.80 15.80 

20 23.70 15.80 7.90 

30 52.67 7.90 7.90 

40 47.40 9.48 9.48 

50 33.71 23.70 6.32 

60 26.33 22.80 8.26 

70 21.67 22.97 8.21 

80 34.56 23.50 8.98 

90 30.10 23.24 10.69 

100 26.66 22.88 12.22 

110 23.94 22.07 12.74 

120 21.73 21.75 13.13 

130 19.89 21.63 9.71 

140 18.34 19.94 11.89 

150 22.69 18.39 11.68 

160 21.16 17.53 11.15 

170 19.83 16.77 10.52 

180 18.65 16.07 9.73 

190 17.61 15.37 9.16 

200 16.68 14.83 8.40 

210 15.84 13.85 7.69 
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Figure 4. Comparative analysis of average accuracy of 

different model used for video summarization 

 

 
 

Figure 5. Average delay for different models 

 

Thus, it can be observed that RNN and its subtypes are most 

suited for video summarization. In order to perform statistical 

analysis of the reviewed models; their general-purpose 

average delay is compared. Comparison of this delay can be 

observed from Table 2, wherein it is seen that deep learning 

RNN model have better performance. These findings show 

that the suggested methodology is quite useful for real-time 

video summarising applications. This method uses bio 

inspired computing to extract multiple feature sets, 

Bioinspired optimization algorithms are based on principles 

from nature, such as evolution, genetics, and swarm behaviour. 

The advantages of these algorithms over traditional 

optimization methods include: 

1. Global Optimization: Bioinspired algorithms are capable 

of finding global optima, unlike local optimization algorithms, 

which only find the optimal solution in a local neighborhood. 

2. Robustness: Bioinspired algorithms are robust to changes 

in the environment and can handle problems with multiple 

objectives and constraints. 

3. Diversity: Bioinspired algorithms promote diversity in 

the search space, which can help avoid getting stuck in a local 

optimum and increase the chances of finding a global optimum. 

4. Simplicity: Many bioinspired algorithms have a simple 

mathematical structure and are easy to implement. 

5. Flexibility: Bioinspired algorithms can be easily adapted 

to a wide range of optimization problems and can handle 

problems with complex, non-linear objective functions. 

In summary, bioinspired optimization algorithms offer 

several advantages over traditional optimization models, such 

as robustness, diversity, simplicity, and flexibility, which can 

lead to improved optimization results and solutions. 
 

 

5. CONCLUSION AND FUTURE SCOPE 
 

After testing the proposed system on over 500 videos, it is 

evident that the GRU classification engine can optimize video 

summarization performance. It is observed that the proposed 

model is over 4% more effective than state-of-the-art 

techniques, and has 25% lower delay as well. These metrics 

make the system model perform in a better and sophisticated 

manner when applied to large number of datasets. In future, 

researchers can apply LSTM and other models and check their 

performance on the proposed summarization application. In 

order to increase the effectiveness of video condensation, there 

is a need to build an effective feature extraction and analysis 

model. Models that try to increase this effectiveness typically 

increase the computational complexity of the summarization, 

which restricts their usefulness. This essay suggests a high-

speed recurrent neural network (RNN) model based on gated 

recurrent units (GRU) that uses condensed feature sets for 

video condensation to overcome this limitation. The proposed 

model initially scans a series of different test video sequences, 

and estimates their frame-level features. Each of these features 

are compared with the features of resultant ground truth 

videos, and feature variance is evaluated. The features with 

maximum variance are then used in order to represent the 

underlying frames, thereby reducing frame dimensions. The 

reduced dimension frames are then given to a GRU-based 

RNN model for high-speed summarization. The results show 

that the suggested model can achieve 28% speed improvement 

and 95% accuracy for video summarization compared to the 

original RNN model. Large-scale video summarization 

requires video pre-processing, feature extraction, feature 

analysis, and post-processing operations. Each of these tasks 

requires large computational delays, which limits their 

performance for long length video sequences. 
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