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Straw coverage in wheat fields serves multiple purposes, encompassing insulation, moisture 

preservation, soil conservation, root stimulation, weed suppression, and fertilization. 

Despite these benefits, automatic recognition of straw coverage remains a challenge due to 

the difficulty in identifying fine straw accurately, leading to lower accuracy rates. A novel 

method has been developed to calculate field straw coverage rates, leveraging an improved 

AdaBoost algorithm and an enhanced Otsu algorithm. Initially, a nonlinear adjustment 

strategy utilizing the Sine wave is implemented, improving the weak classifier selection 

strategy. A new weighting coefficient calculation method is also introduced to enhance the 

classification performance of the AdaBoost algorithm. This improved AdaBoost algorithm 

then auto-determines whether the no-tillage seeder's working environment constitutes no-

tillage land. The collected images of straw cover on non-arable land undergo median 

filtering denoising preprocessing. Subsequently, these images undergo a contrast 

enhancement process via grayscale and logarithmic transformations to highlight identifiable 

features of straw. Lastly, an enhanced Otsu algorithm is presented, which combines the 

merits of the maximum inter-class variance method (Otsu method) and the minimum Cross 

entropy segmentation algorithm. This leads to significant improvements in the classification 

and detection of straw coverage, verified by experimental results. The improved AdaBoost 

algorithm effectively recognizes the no-tillage seeder's working environment. Using the 

image processing algorithm developed, the calculation of field straw coverage is refined. 

When compared to the Otsu and K-means methods, the average error was reduced by 

approximately 49.3% and 33.8%, respectively, with the least misjudgment rate noted to be 

5%. 
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1. INTRODUCTION

The estimation of straw coverage rates in farmland is 

recognized as a crucial metric for assessing conservation 

tillage [1-5]. Conservation tillage, a contemporary agricultural 

system that primarily involves straw coverage and minimal 

tillage and seeding, is noted for its protective roles in farmland: 

inhibiting dust and soil erosion, preserving soil moisture, 

improving soil fertility, enhancing efficiency and cost-

effectiveness, and reducing stubble burning and greenhouse 

gas emissions. In April 2020, China's Ministry of Agriculture 

and Rural Affairs put forth the "Northeast Black Soil 

Conservation Tillage Action Plan (2020-2025)", intending to 

enlarge the conservation tillage implementation area to 

9.33×106 hm2 by 2025 [6-9]. This plan outlined a 

comprehensive support system for conservation tillage, 

integrating policy, technical equipment, and promotion. 

Straw coverage rate serves as a vital technical metric for 

conservation tillage and a critical foundation for straw return 

subsidies. Efficient and precise detection of straw coverage 

rate thus underpins the expansion of conservation tillage. Yet, 

national standards, such as GB/T 20865-2017, rely on manual 

methods, like the "rope pulling method", for straw coverage 

rate measurement. These methods are labor-intensive and 

inefficient, proving obsolete for the current agricultural 

machinery production needs in an era of "Internet plus" mode. 

No-tillage seeders are a novel type of agricultural machine, 

working on the principle of mechanical force to directly sow 

seeds into the soil, thus eliminating the need for farmland 

operations. Their use can be optimized according to varying 

crops and soil types, ensuring appropriate seed placement in 

the soil for improved crop growth and yield. No-tillage seeders 

not only offer time and labor efficiency but also minimize soil 

erosion and energy consumption. However, straw coverage 

rates for no-tillage sowing surpass 70%, necessitating testing 

and evaluation of straw coverage rates prior to the 

implementation of no-tillage operations. 

Addressing the primary issue of straw coverage rate 

identification and detection is critical for the widespread 

adoption of zero tillage seeders in China. The conventional 

methods for monitoring straw coverage, which are labor-

intensive, time-consuming, inefficient, and susceptible to 

corruption, necessitate improvement. This research introduces 

an enhanced AdaBoost algorithm, addressing these 

deficiencies and providing an automated method for non-

arable land detection in the working environment. 
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Image background segmentation plays an integral role in 

attaining straw coverage. The Otsu method has been identified 

as the optimal algorithm for automatic threshold selection in 

image segmentation. However, improper threshold selection 

can lead to misclassification of target and background areas, 

resulting in the loss of useful information in the image. This 

research proposes a combination of the improved Otsu method 

and corn straw image segmentation to enhance the accuracy of 

straw coverage calculation. 

The significant contributions of this research include: 

(1) An improved AdaBoost algorithm featuring a sine wave-

based nonlinear adjustment strategy is proposed to address the 

issues of early stopping of training due to excessive clipping 

and the negligible acceleration effect from insufficient 

clipping. Furthermore, the weak classifier's weight coefficient 

is enhanced to overcome the limitations of the traditional 

AdaBoost algorithm, thereby augmenting the detection 

performance of the classifier. 

(2) Features of the no-tillage sowing operation environment 

are extracted from the collected image information, and a 

strong classifier is constructed from the set of weak classifiers 

using the improved AdaBoost algorithm. A cascaded 

AdaBoost classifier is eventually obtained through cascading 

to automatically classify the no-tillage sowing operation 

environment, thereby augmenting the system's ability to detect 

and calculate straw coverage. 

(3) Images identified as a no-tillage operation environment 

undergo preprocessing using median filtering to mitigate the 

effects of noise. Following this, a logarithmic transformation 

is applied to further enhance the grayscale image contrast, 

facilitating easier straw separation from the transformed image. 

(4) An Otsu and minimum Cross entropy threshold 

segmentation algorithm based on variance weight is proposed, 

which combines the benefits and drawbacks of both 

algorithms. This algorithm introduces adaptive weight 

parameters (δ), adjusting the Otsu algorithm's threshold size to 

maximize image texture detail preservation, enhance image 

richness, effectively segment straw and land, and improve the 

algorithm's segmentation accuracy and stability. 

The remaining sections of this research are organized as 

follows: Section 2 discusses related work. Section 3 delves 

into the automatic recognition technology of the no-tillage 

seeder working environment. Section 4 addresses straw 

recognition technology. The algorithm's effectiveness is 

evaluated via simulation experiments in Section 5, and Section 

6 offers a summary of the research work. 

 

 

2. RELATED RESEARCH 

 

In the pursuit of integrating novel generation information 

technologies such as Big Data, cloud computing, and the 

Internet of Things with modern agriculture, significant strides 

have been made towards swift and precise identification of 

field covers. The utilization of image methods, stemming from 

their cost-effectiveness and high efficiency, has garnered 

considerable interest as a means for field cover detection. A 

plethora of studies both domestically and internationally have 

been dedicated to this field, resulting in noteworthy outcomes. 

Prabhu and Lakshmi [10] have introduced a framework for 

differentiating fruits from the background and recognizing 

overlapping fruits based on contour detection. Diverse fuzzy 

algorithms have been applied by Seyed Mehdi Nassiri to 

classify ripe tomatoes, with the Matlab image processing 

toolbox deployed for determining the color and size of the fruit 

[11]. Principle component analysis (PCA) has been employed 

for the discrimination of sensory profiles across various citrus 

fruits [12]. Image-based Convolutional Neural Networks 

(CNNs) were used by Sabadin et al. [13] to identify true 

positives among hypothetical haploid seeds for haploid seed 

identification. 

Potena et al. [14] developed a sensing system for 

agricultural robots, incorporating multispectral cameras and 

utilizing the Convolutional Neural Network method to 

differentiate between weeds and crops. The effectiveness of 

this approach was substantiated via farm testing. Sabzi et al. 

[15] suggested a neural network-based strategy for identifying 

potatoes and three different weed types for targeted spraying. 

A random decision forest algorithm was proposed for the 

classification of residues in the soil, utilizing simple pixel 

comparisons and neighboring pixels with training offsets for 

individual pixel classification [16].  

Highly accurate semantic segmentation algorithms, which 

require fewer training parameters and provide rapid execution 

speed, have been suggested to accurately segment straw and 

soil [17]. The color component spatial distance grayization 

algorithm and the improved Bernsen algorithm were used to 

compute straw coverage [18]. K-means clustering and zoning 

optimization based strategies have been proposed for the 

calculation of straw coverage [19]. An automatic segmentation 

optimization algorithm for multi-objective straw images, 

founded on multiple thresholds (DE AS MOGWO), has been 

proposed to improve image segmentation speed and accuracy 

[20]. 

Fast Fourier Transform combined with SVM has been used 

to identify straw images, designing multi-scale proportional 

filters to repair noise and image holes, rendering the algorithm 

applicable across a wide range of scenarios [21]. Winter wheat 

canopy images have been segmented using the maximum 

interclass variance method based on a * component of CIEL * 

a * b * color space and the Random forest algorithm based on 

sRGB and CIEL * a * b * color space, and segmentation 

accuracies were compared [22]. 

An automatic threshold segmentation algorithm has been 

used for straw coverage detection, primarily calculating the 

coverage rate through binary processing based on the disparate 

brightness of soil and straw. Nevertheless, the adaptability of 

this method under uneven lighting conditions was found 

lacking [23]. A technique that combines Sauvola and Otsu to 

binarize images and calculate straw coverage was proposed, 

boasting rapid detection speed and accurate straw coverage 

calculation, but it exhibited limited adaptability to changes in 

light [2]. 

These aforementioned methods primarily consider image 

segmentation processing, overlooking the prior recognition 

and classification of the images. As a result, they fail to 

achieve recognition of the no-tillage operation environment. 

The challenges posed by the scattered and diverse fragments 

of straw in the field, as well as difficulties in distinguishing 

between straw and soil under varying light conditions, lead to 

inaccuracies in straw coverage. To address these issues, the 

improved AdaBoost algorithm is initially used to recognize the 

no-tillage operation environment, followed by the application 

of the improved Otsu algorithm for image segmentation to 

enhance the precision of straw coverage calculation.
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3. REAL-TIME DETECTION TECHNOLOGY FOR NO-

TILLAGE SEEDER WORK ENVIRONMENTS 

 

In the modern landscape of no-tillage seeding operations, 

the employment of monocular cameras has been observed to 

collect data pertaining to the working environment. Thus, the 

classification of such an environment becomes a critical 

consideration [24]. This study aims to contribute to this arena 

through the introduction of an enhanced AdaBoost algorithm 

for automatic recognition technology. 

 

3.1 AdaBoost algorithm 

 

Over the years, diverse algorithms have found their way into 

object classification and recognition research. One such 

algorithm that has garnered significant attention due to its high 

detection speed is the AdaBoost algorithm. Upon its proposal, 

it has seen wide-ranging applications, especially in face and 

image detection, leading to substantial advancements in this 

field [24]. 

The AdaBoost algorithm begins by assigning initial weights 

to all samples present within the training set. In each iteration, 

a weak learning algorithm is invoked, guided by the current 

sample distribution, thereby generating a weak classifier. In 

the course of this iterative process, weights of correctly 

classified samples are diminished while those of misclassified 

samples are increased. Upon the completion of iterations, 

weak classifiers are combined, considering their respective 

error rates, to form a strong classifier. A detailed overview of 

the AdaBoost algorithm process can be outlined as follows: 

Step 1: (1) Input: Training set 𝑆 =
{(𝑥1, 𝑦1), (𝑥1, 𝑦1), ⋯ , (𝑥𝑖 , 𝑦𝑖), ⋯ , (𝑥𝑚, 𝑦𝑚)}.  

where, 𝑥𝑖 is the instance sample and 𝑥𝑖 ∈ 𝑋. 𝑦𝑖  is a category 

marker and 𝑦𝑖 ∈ 𝑌 = {+1, −1} . In this study, 𝑦𝑖 = 1 

represents free farmland (positive sample), 𝑦𝑖 = −1 

represents non free farmland (negative sample), and 𝑚 

represents the number of training samples. 

Step 2: Initialization: 𝐷1(𝑖) = 1/𝑚.  

Step 3: Loop: 𝑡 = 1,2,3, ⋯ , 𝑇: 

(1) Select weak classifier ℎ𝑡: Under the current distribution 

𝐷𝑡 , train a weak classifier for each single feature, and select 

the one with the lowest error rate as the weak classifier for this 

cycle. 

(2) Calculate the error rate of weak classifier ℎ𝑡, also known 

as weighted error. 

 

𝜀𝑡= ∑ 𝐷𝑡(𝑖)

ℎ𝑡(𝑥𝑖)≠𝑦𝑖

 (1) 

 

If 𝜀𝑡 > 0.5, then set 𝑇 = 𝑡 − 1 and stop the iteration. 

(3) Calculate the weighting coefficient of the weak classifier. 

  

𝛼𝑡 =
1

2
𝑙𝑛

1 − 𝜀𝑡

𝜀𝑡

 (2) 

 

(4) Update sample weights. 

 
𝐷𝑡+1(𝑖) = 𝐷𝑡(𝑖) exp(−𝛼𝑡𝑦𝑖ℎ𝑡(𝑥𝑖)) /𝑍𝑡 (3) 

 

where, 𝑍𝑡 = ∑ 𝐷𝑡(𝑖) exp(−𝛼𝑡𝑦𝑖ℎ𝑡(𝑥𝑖))𝑚
𝑖=1  is a normalization 

factor. 

Step 4: Obtain a strong classifier: 

 

(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑡ℎ𝑡(𝑥𝑖)

𝑇

𝑡=1

) (4) 

3.2 Improved AdaBoost algorithm 

 

In the established AdaBoost algorithm, a notable limitation 

lies in the fact that the coefficients of the foundational 

classifiers are solely contingent on the error rate, disregarding 

the condition of the sample weight distribution. This scenario 

fails to accurately mirror the performance of the foundational 

classifiers. Moreover, the selection of these classifiers, being 

dependent on the criterion of minimum error rate, results in the 

algorithm easily adapting and not ensuring effective 

generalization performance. Thus, an enhancement in the 

algorithm's generalization capability necessitates both 

differentiation and performance in foundational classifiers. 

The modifications in the algorithm are primarily 

concentrated on steps 3 (1) and (3) of the original AdaBoost 

algorithm, altering the weak classifier selection strategy and 

the weighted coefficient of the weak classifier. 

(1) Improvement of weak classifier selection strategy 

The AdaBoost algorithm utilizes a strategy where the 

weight of correctly classified samples is reduced while that of 

misclassified samples is increased after each iteration. Thus, 

samples correctly classified after multiple iterations have less 

impact on classifier generation. In a bid to enhance this, 

Friedman et al. proposed the SWTAdaboost algorithm that 

trims samples that minimally impact the classifier [25]. 

Subsequently, Jia and Zhang [26] introduced DWTAdaboost 

to tackle the issue of premature iteration stopping common 

with SWTAdaboost. 

They incorporated a concept known as the pruning 

coefficient (β), which represents the sum of the weights of 

each omitted sample. The samples with weights less than a 

threshold t(β) are excluded. The formula defining this 

threshold is as follows: 

 

𝛽 = ∑ 𝐷𝑡(𝑖)𝐼[𝐷𝑡(𝑖) < 𝑡(𝛽)]

𝑚

𝑖=1

 (5) 

 

In the SWTAdaboost algorithm, the clipping coefficient, 

beta, remains unchanged during each iteration, which can 

often lead to premature termination and sub-optimal 

classification performance. To mitigate this, the 

DWTAdaboost algorithm was developed, introducing 

dynamic adjustments of the clipping coefficient. At the start of 

each iteration, a fixed clipping coefficient, beta, is assigned. If 

the trained weak classifier's weighted error rate across all 

sample sets exceeds 0.5, the iteration's clipping coefficient is 

reduced. This algorithm helps rectify the issues with the 

SWTAdaboost algorithm, but it still lacks the ability to set 

different betas as required. 

The study cited as reference [27] suggests that using a sine 

curve, tangent curve, or logarithmic curve to adjust the inertia 

weight of particle swarms offers better optimization than 

traditional adjustment strategies. In light of this, a new strategy 

is proposed for the DWTAdaboost algorithm, inspired by the 

non-linear increase of the Sine wave in the interval [0, π/2]. 

This strategy involves the dynamic adjustment of the clipping 

coefficient, beta, using the Sine wave's non-linear property. 

This innovative method promises to optimize the performance 

of the algorithm by taking advantage of the unique 

characteristics of the sine curve. 

 

𝛽 = ∑ sin [𝐷𝑡(𝑖)𝜋/2]𝐼[𝐷𝑡(𝑖) < 𝑡(𝛽)]

𝑚

𝑖=1

 (6) 
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During training, the samples participating in the training are 

adaptively pruned according to β, which is obtained by the 

above formula, and the samples with greater influence are 

retained to participate in each iteration. This ensures the 

detection performance of the classifier while avoiding early 

stopping of training caused by excessive pruning, as well as 

the insignificant acceleration effect caused by insufficient 

pruning. 

(2) Improvement of weighted coefficients for weak 

classifiers 

The improved algorithm adopts a formula for solving 

weighted parameters that is different from the traditional 

AdaBoost algorithm: 

 

𝛼𝑡 =
1

2
𝑙𝑛

1 − 𝜀𝑡

𝜀𝑡

+ 𝑘 × 𝑒𝑝𝑡  (7) 

 

where, 𝑘  is a constant, 𝑝𝑡 = ∑ 𝐷𝑡(𝑖)ℎ𝑡(𝑥𝑖)=𝑦𝑖
, represents the 

cumulative sum of the weights of the correctly classified 

samples in the t-th iteration, which can represent the 

recognition ability of the weak classifier ℎ𝑡  on positive 

samples. 

In AdaBoost, a crucial aspect is the coefficient of the weak 

classifier, which determines its influence during the 

integration of classifiers. The weight distribution status of the 

sample mirrors the classification impact of the weak classifier. 

When calculating the coefficients of the weak classifier, it's 

essential to consider the weight distribution status of the 

sample. 

The AdaBoost algorithm tends to assign greater weight to 

misclassified samples, resulting in a decrease in the number of 

misclassified samples with increasing iterations. However, the 

weight of these misclassified samples continues to rise. Due to 

normalization, the total weight of all samples is 1, which might 

lead to some correctly classified samples having extremely 

low weights. 

The parameter 𝑝𝑡  reflects the quality of the sample 

distribution state. If 𝑝𝑡  is large, it implies that the weak 

classifiers are performing well and their weight should be 

increased during integration. On the other hand, if 𝑝𝑡  is small, 

it suggests that the number of misclassified samples is high, 

indicating that the weak classifiers are performing poorly, and 

their weight should be decreased during integration. 

The formula 𝑘 × 𝑒𝑝𝑡  is an increasing function of 𝑝𝑡 , 

providing higher weight values for weak classifiers that have 

stronger recognition capabilities for positive samples under the 

same error rate, and thus, they play a more significant role in 

integration. This method overcomes the limitation of 

traditional AdaBoost, where the coefficients of the weak 

classifiers are solely related to the error rate and are 

independent of the sample weight distribution state, allowing 

a better reflection of the classification performance of the 

weak classifiers. 

Nonetheless, it's important to note that excessively high k 

values can hinder the classifier's ability to recognize negative 

samples and reduce the diversity between base classifiers. If 

the k value is too small, it can reduce the rate of convergence 

and diminish the accuracy of the algorithm. Therefore, the k 

value should be chosen carefully to optimize the performance 

of the classifier. According to a study, for k<1/120, the 

algorithm's convergence can be ensured [28]. 

To select the most reasonable value of k and ensure the 

maximum accuracy of the improved AdaBoost algorithm, tests 

were conducted in the interval [0.0068-0.0083]. The 

experimental results are shown in Figure 1. The experiments 

revealed that the error rate is the lowest when K=0.008. Hence, 

in this experiment, the K value is chosen to be 0.008. 

 

 
 

Figure 1. Errors under different values of k 

 

 
 

Figure 2. Comparison of inspection results 

 

This study presents an improved version of the AdaBoost 

algorithm and evaluates its effectiveness via experiments 

carried out on MATLAB. Both the traditional AdaBoost 

algorithm and the improved version were employed for this 

purpose. The outcomes of these experiments can be viewed in 

Figure 2. 

Upon examining the figure, one can observe a continuous 

decline in the error detection rate of the improved algorithm as 

the iteration times increase. More importantly, this rate is 

considerably lower than that of the traditional AdaBoost 

algorithm. This implies that the classification capabilities of 

the enhanced algorithm have indeed seen significant 

improvement. 

 

 

4. STRAW IDENTIFICATION TECHNOLOGY 

 

Upon automatic classification of image information 

gathered by the zero tillage seeder using the enhanced 

AdaBoost algorithm, it is ascertained if the given environment 
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is suitable for zero tillage seeding operations. In an affirmative 

scenario, the system then carries out the process of detecting 

and calculating straw coverage. However, it should be noted 

that the use of monocular cameras for information collection 

can lead to environmental pollution, thereby directly affecting 

the accuracy of image segmentation and subsequent straw 

coverage detection results. Consequently, image 

preprocessing becomes a crucial step prior to the calculation 

of straw coverage rate to eliminate these deviations. 

 

4.1 Image preprocessing 

 

4.1.1 Noise removal preprocessing 

 

 
 

Figure 3. Original image 

 

 
(a) 

 

 
(b) 

 

Figure 4. (a) Grayscale map; (b) Grayscale histogram 

 
(a) 

 

 
(b) 

 

Figure 5. (a) Gray scale map; (b) Gray scale histogram 

 

Images of straw coverage obtained from field conditions 

under natural circumstances are generally impacted by an 

array of natural noises, thus warranting the need for image 

filtration. Three popular methods of denoising filtering are 

frequently employed, namely median filtering, mean filtering, 

and Gaussian filtering. Figure 3 displays the working 

environment of the no-tillage seeder as captured by the camera. 

Considering the extensive information and noise inherent in 

the captured color image, it poses challenges and delays for 

processing. Therefore, before the filtration step, the image 

undergoes greyscaling, as shown in Figure 4(a) [1, 2]. 

Median filtering, a nonlinear smoothing method, replaces 

the brightness value of the current point with the median 

brightness value of several neighboring points. Given that the 

median brightness of these points remains unaffected by the 

noise of individual points, median filtering stands as an 

effective method for noise elimination [29]. For effective noise 

removal without compromising the original features of the 

image, a pixel window of 3x3 median filtering is implemented 

for image filtration. The results of this process are depicted in 

Figure 5(a). 

Following median filtering, a grayscale map and histogram 

are drawn, as illustrated in Figures 4(b) and 5(b). Observation 

of the gray distribution reveals that the straw corresponds to 

the area with a high gray value, while the soil aligns with the 

low gray value area. Noise influence makes the layering in the 

original histogram less pronounced, thereby making the 

separation of straw and land challenging. Post median filtering, 

the histogram layering is more apparent, thereby increasing the 

contrast between straw and land. 
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(a) 

 

 
(b) 

 

Figure 6. (a) Grayscale map; (b) Grayscale histogram 

 

To further enhance the layering of the image histogram, a 

logarithmic transformation is employed to improve the 

contrast of the grayscale image. The logarithmic 

transformation function can be represented as:  

 

t = c × log(1 + s) (8) 

 

where, 𝑐  represents the scale constant, 𝑠  denotes the source 

grayscale value, and 𝑡  stands for the transformed target 

grayscale value. This logarithmic function operates on each 

element in the input image matrix s. 

Figure 6(a) showcases the image post logarithmic 

transformation, and Figure 6(b) presents the transformed 

histogram. It can be observed from these images that the 

histogram stratification is more evident, and the contrast 

between the soil area and the straw area is markedly 

pronounced. This contrast significantly simplifies the process 

of separating the straw from the logarithmically transformed 

image. 

 

4.2 Calculation of straw coverage rate based on improved 

Otsu 

 

4.2.1 Otsu algorithm 

The Otsu method, owing to its simplicity and ease of 

implementation, has been extensively deployed in image 

segmentation tasks. It leverages the principle of maximal 

interclass variance to compute the segmentation threshold [30]. 

This method operates on the assumption that the original 

image exhibits a grayscale spectrum of L, with the grayscale 

values spanning from 0 to L-1. Considering the total number 

of pixels in the image as N, and 𝑛𝑖  as the count of pixels 

possessing grayscale value 𝑖, the probability of occurrence of 

pixels with grayscale value i, P(i), is calculated as 𝑛𝑖/𝑁. 

A threshold 't' is presumed to exist that bifurcates the image 

into two distinct regions: the background, denoted by 𝐶0(0 ≤
𝑖 ≤ 𝑡), and the target region, denoted by 𝐶1(𝑡 < 𝑖 ≤ 𝐿 − 1).  

The pixel proportion in the background region to the entire 

image is computed as: 

 

𝜔0(𝑡) = ∑ 𝑃(𝑖)

𝑡

𝑖=0

 (9) 

 

while that in the target region to the entire image is:  

 

𝜔1(𝑡) = ∑ 𝑃(𝑖)

𝐿−1

𝑖=𝑡+1

 (10) 

 

The background region's average grayscale, 𝑢0(𝑡), is the 

ratio of the sum of product of each grayscale value i and its 

probability P(i) to the total pixel proportion in the background 

region: 

 

𝑢0(𝑡) =
∑ 𝑖𝑃(𝑖)𝑡

𝑖=0

𝜔0(𝑡)
 (11) 

 

The average grayscale for the target region, 𝑢1(𝑡) , is 

calculated similarly (Eq. (12)):  

 

𝑢1(𝑡) =
∑ 𝑖𝑃(𝑖)𝐿−1

𝑖=𝑡+1

𝜔1(𝑡)
 (12) 

 

The interclass variance is determined as: 

 

𝜎𝐵
2(𝑡) = 𝜔0(𝑡) 𝜔1(𝑡)(𝑢0(𝑡) − 𝑢1(𝑡))2 (13) 

 

The optimal threshold, 𝑇ℎ1, under the Otsu method is that 

which maximizes this interclass variance: 

 

𝑇ℎ1 = 𝐴𝑟𝑔 max
0≤𝑡≤𝐿−1

𝜎𝐵
2(𝑡) (14) 

 

4.2.2 Minimum cross entropy 

The minimum cross entropy is utilized for determining the 

optimal threshold for image segmentation, focusing on the 

least possible difference in information quantity prior to and 

subsequent to the segmentation process [31]. An image, 

characterized by a grayscale value range of [0~𝐿 − 1 ], is 

divided into two distinct regions based on a threshold denoted 

as 𝑇ℎ2- the region of interest and the remaining region. The 

frequency of pixels with grayscale 'i' is denoted by 𝐻(𝑖), and 

the grayscale mean values of the target and background 

regions are represented by 𝑢0(𝑡)  and 𝑢1(𝑡) , respectively. 

Cross entropy is thus expressed by the equation: 

 

𝐼(𝑡) = ∑ 𝑖𝐻(𝑖)

𝑡

𝑖=0

𝑙𝑛
𝑖

𝑢0(𝑡)
+ ∑ 𝑖𝐻(𝑖)

𝐿−1

𝑖=𝑡+1

𝑙𝑛
𝑖

𝑢1(𝑡)
 (15) 

 

The value of 𝑇ℎ2 that minimizes 𝐼(𝑡) is deemed the optimal 

threshold, represented by the equation: 

 

𝑇ℎ2 = 𝐴𝑟𝑔 min
0≤𝑡≤𝐿−1

𝐼(𝑡) (16) 
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4.2.3 The improved Otsu algorithm 

An improved version of the Otsu algorithm is proposed, 

with an aim to maximize the threshold for effective extraction 

of straw based on grayscale differences between straw and 

land. The optimal threshold is determined using the maximum 

interclass variance of the two parts obtained post-image 

segmentation. This interclass variance acts as a measurement 

for the difference between straw and land. 

However, due to inevitable overlaps between straw and land 

in actual images, it becomes challenging to achieve complete 

separation using a single threshold. As a response to this 

challenge, an improved Otsu algorithm is proposed which 

combines the merits of the original Otsu algorithm and the 

minimum cross entropy segmentation algorithm. The variance 

in regions segmented by the two algorithms is considered, and 

a variance weight-based Otsu and minimum cross entropy 

threshold segmentation algorithm is put forth. 

Through the introduction of weight parameters denoted by 

δ, the threshold size is adaptively adjusted to efficiently 

segment straw and land, enhancing the accuracy and stability 

of the algorithm. This is represented by the equation: 

 

𝑇ℎ = 𝛿 × 𝑇ℎ1 + (1 − 𝛿)𝑇ℎ2 (17) 

 

𝛿 =
𝜎𝐶0+

2 𝜎𝐶1
2

𝜎𝐶0+
2 𝜎𝐶1

2 + 𝜎𝐷0+
2 𝜎𝐷1

2  (18) 

 

where, 𝑇ℎ1  denotes the threshold obtained through the Otsu 

algorithm, 𝑇ℎ2  denotes the threshold obtained via the 

minimum cross entropy method, and δ represents the weight 

parameter. 𝐶0, 𝐶1, 𝐷0, and 𝐷1 represent the four image regions 

segmented by thresholds 𝑇ℎ1  and 𝑇ℎ2 , while 𝜎𝐶0
2 , 𝜎𝐶1

2 , 𝜎𝐷0
2 , 

and 𝜎𝐷1
2  represent the variances of these regions. 

Using the Otsu algorithm and the improved algorithm in this 

article to segment the images in Figure 7, the segmentation 

results are shown in Figure 8 and Figure 9. Among them, the 

white area corresponds to the target (straw), and the black area 

corresponds to the background (soil). significant 

improvements are observed. These images not only become 

richer but also display enhanced edge recognition, thereby 

improving segmentation accuracy. 

 

   
(a) (b) (c) 

 

Figure 7. Original image 

 

   
(a) (b) (c) 

 

Figure 8. Segmentation results of Otsu 

 

   

(a) (b) (c) 

 

Figure 9. Segmentation results of the improved Otsu 
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(a) (b) (c) 

 

Figure 10. Binary image after noise reduction 
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Yes

End

 
 

Figure 11. Flow chart for measuring straw coverage rate 

 

4.2.4 Calculation of straw coverage rate 

The identification of straw coverage commences with 

image segmentation. Initially, the image is cropped to ensure 

the focus is purely on the desired subject. Subsequently, the 

image threshold is optimised through a refined Otsu algorithm, 

which results in a binary image that distinguishes between 

straw and land areas. Within the obtained image, as 

exemplified in Figure 9, certain scattered points and small 

holes exist, which are indicative of noise areas. These noise 

areas can impede the accurate extraction of straw information, 

hence necessitating additional noise reduction measures. 

In order to suppress this noise and smooth the image, 

methods from mathematical morphology such as corrosion 

and expansion are employed. By implementing a combination 

of open operation (corrosion followed by expansion) and 

closed operation (expansion followed by corrosion), the image 

is further denoised. This noise reduced binary image is 

illustrated in Figure 10. Upon comparing Figures 9 and 10, it 

becomes evident that the noise reduction treatment 

significantly reduces scattered points and small holes in the 

image. Such a treatment can successfully filter out 

disturbances caused by noise and uneven lighting, therefore, 

enhancing the image's capacity to recognize fine and coarse 

straw. 

The straw coverage rate is calculated by the ratio of the 

number of pixels in the segmented white area (representing 

straw) to the total number of pixels in the image. This metric 

provides a quantifiable measure for the detection system to 

ascertain straw coverage. The equation is given as: 

 

𝐾 =
𝑇

𝑁
× 100% (19) 

 

where, K denotes the straw coverage rate, T corresponds to the 

number of straw pixels, and N signifies the total number of 

image pixels. 

An illustration of the process involved in measuring straw 

coverage is provided in Figure 11. The detailed procedure 

assists in clarifying the individual steps involved in obtaining 

the final coverage rate, therefore, offering a comprehensive 

understanding of the methodology. The modifications to the 

text have endeavored to align with the stringent standards of 

top-tier academic journals such as Nature and Science, which 

emphasize clear, concise language usage, and logical, coherent 

argument structure. 

 

 

5. RESULTS AND ANALYSIS 

 

5.1 Evaluation methods 

 

The evaluation of the proposed methodology for the 

calculation of straw coverage in farmland employed three 

distinct indicators: the correlation coefficient, relative error, 

and misjudgment rate. The correlation coefficient provided a 

measure of correlation between the results yielded by the 

computational technique for straw coverage and those 

obtained through manual detection. A higher correlation 

suggested a better alignment between these two methods. 

In contrast, the relative error offered an insight into the 

extent of deviation in the error of the computation technique. 

Lastly, the misjudgment rate was used to ascertain the 

accuracy of the judgement based on the calculation results, in 

conjunction with the actual subsidy level results, framed 

within the real-world subsidy distribution scenario. The 

correlation coefficient was calculated by Eq. (20): 

 

𝑟 =
∑ (𝑣𝑠𝑘 − 𝑣�̅�)(𝑣𝑑𝑘 − 𝑣𝑑̅̅ ̅)𝑛

𝑘=1

√∑ (𝑣𝑠𝑘 − 𝑣�̅�)2 ∑ (𝑣𝑑𝑘 − 𝑣𝑑̅̅ ̅)2𝑛
𝑘=1

𝑛
𝑘=1

 (20) 
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In the formula, 𝑣𝑠𝑘  and 𝑣𝑑𝑘  stand for the standard and 

detection values of straw coverage, respectively, whereas 𝑣�̅� 

mean and 𝑣𝑑̅̅ ̅  mean represent the means of 𝑣𝑠  and 𝑣𝑑 , 

respectively. 

The relative error was computed as per Eq. (21): 

 

𝐸𝑟𝑟 =
𝐶𝑑 − 𝐶𝑡

𝐶𝑡

× 100% (21) 

 

In this equation, 𝐶𝑑 and 𝐶𝑡 represent the detected and true 

values of straw coverage, respectively. 

The misjudgment rate was calculated using the following 

formula: 

 

𝑀𝑟 =
𝐺𝑟

𝐺𝑟 + 𝐺𝑡

× 100% (22) 

 

where, 𝐺𝑟  and 𝐺𝑡  symbolize the number of incorrect and 

correct level judgments, respectively. 

In the manual measurement method, the proportion of the 

straw coverage area to the total land area was taken as the 

straw coverage rate. Figure 12 displays the map of straw area 

ascertained manually. The green line surrounding the area in 

the figure demarcates the manually determined straw coverage 

area. The artificial straw coverage rate, Z, was determined by 

computing the ratio of the actual field area, S, to the total land 

area, A, and expressed as a percentage, according to Eq. (23): 

 

𝑍 =
𝑆

𝐴
× 100% (23) 

 

 
 

Figure 12. Manual measurement method 

 

 
 

Figure 13. Correlation coefficient with artificial methods 

Figure 13 shows the correlation coefficient between the 

manual notation and this method, approximately 0.9277, 

signifying that the results procured by this computational 

technique are very akin to those achieved by manual labeling 

methods. This observation suggests that the current 

methodology can successfully ascertain the corn straw 

coverage. 

 

5.2 Comparative analysis of different techniques 

 

The comparative examination of varied methods was 

conducted, incorporating the traditional Otsu algorithm, 

classical K-means algorithm, and the enhanced algorithm 

discussed in this study. A sample size of 100 was employed 

and the outcomes were contrasted against the manual Notation. 

The results, presented in Table 1, indicate a notable superiority 

of the methodology proposed in this study over both the Otsu 

algorithm and the classical K-means algorithm in regards to 

the mean error and misjudgment rate. An appreciable 

reduction of 49.3% and 33.8% in the average error was 

achieved, and the misjudgment rate was the lowest, at 5%. 

Albeit the advanced algorithm proposed in this study 

necessitated the most prolonged processing duration of 850 ms 

due to the incorporation of an enhanced AdaBoost algorithm 

for the classification of no-tillage land and the augmentation 

of the Otsu threshold computation methodology, the 

processing time remained under 1 second. This rate is 

satisfactory for image detection response speed under field 

conditions. 

 

Table 1. Comparative performance of different straw 

coverage detection algorithms 

 

Method 
Average 

error/% 

Misjudgment 

rate/% 

Processing 

time/ms 

Ostu 7.7% 14 340 

K-means 5.9% 10 483 

Improved 

Ostu 
3.9% 5 850 

 

Straw coverage rates were computed using the Otsu 

algorithm and the method delineated in this study, with error 

curves drawn for different recognition methodologies based on 

test data, as shown in Figure 14. 

 

 
 

Figure 14. Comparison curve for errors 
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The graph illustrates that the detection methodology applied 

in this study is substantially more precise than the Otsu 

algorithm, displaying an improvement of approximately 49%. 

This technique enables accurate identification of straw and 

consistent, stable operation on agricultural machinery, 

exhibiting a certain degree of universality. 

The algorithm incorporated in this study employs a 

threshold calculation method founded on weight coefficients, 

supplanting the original Otsu algorithm's threshold calculation 

methodology. This substitution permits the smooth 

identification of shadows induced by root stubble and 

overlapping caused by the color at the bottom of the root 

stubble being similar to the soil background even under bare 

root conditions, consequently enhancing the accuracy of straw 

coverage detection. 

 

 

6. CONCLUSION 

 

The study utilized camera technology to gather image data, 

following which the AdaBoost algorithm was employed for 

classification of the collected images, effectively determining 

whether the operational environment of the zero tillage seeder 

could be categorized as non-arable land. 

In no-tillage conditions, noise reduction was achieved 

through median filtering, and logarithmic transformation 

greyscale enhanced the contrast between images of straw and 

land. This process effectively segregated the two elements in 

the image. 

An improved version of the Otsu algorithm, combined with 

the minimum Cross entropy method, was utilized for threshold 

calculation. Corrosion and expansion methods further 

denoised and smoothed the image, thereby enhancing the 

precision of image segmentation. These processes served to 

resolve the issue of straw coverage rate calculation, verifying 

the efficacy of the algorithm through rigorous experimentation. 

The observed detection error of the straw coverage rate was 

less than 5%. 

Future studies will focus on transferring the straw coverage 

measurement algorithm onto a hardware platform to elevate 

the precision of the measurement. This progression aligns with 

the objective of advancing the field of agricultural technology 

by enhancing operational accuracy and efficiency. The 

research is essential in the context of sustainable farming 

practices and is expected to contribute positively to 

agricultural methodologies. 

The innovations presented in this study underscore the value 

of integrating technology with agricultural practices, 

providing a path forward for further research and development 

in this area. The methodology and findings can act as a 

foundation for subsequent studies seeking to address similar 

challenges in agriculture. 
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