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ABSTRACT

The main objective of this work is to describe the application of Decentralized sliding mode observer (DSMO) based fault detection and isolation (FDI) scheme for nonlinear variable speed wind energy conversion system (VSWECS) designed by a polytopic Quasi-LPV representation, which is able to describe it as a convex combination of submodels defined by the vertices of a convex polytope. Stability conditions are performed by using Linear Matrix Inequalities (LMIs). In this work, we focus on the estimation and the reconstruction of the possible actuator and sensor faults to guarantee the efficiency and the continuous operation of this system. Simulation results are given to demonstrate the validity and the effectiveness of the proposed approach.

1. INTRODUCTION

Today, the use of renewable energy has become a strategic, inevitable and necessary choice in front of the unexpected increase of classical energy costs. It is offer natural, economical, clean and safe sources. Wind energy is an example. Its application has made a remarkable progress these last years, providing a considerable production of electrical energy with less spending [1]. During its operation, it involves no rejection and waste [2].

Wind turbines (WT) are attracting increasing attention as alternatives for renewable energy generation; they are the most common wind energy conversion systems (WECS).

The variable speed WECS can be threatened by anomalies which may cause deterioration of its performances or even lead a complete stop of the installation [3]. The condition monitoring status has become essential to ensure its operational safety and availability.

The fault diagnosis procedure is therefore necessary to early predict the apparition of dysfunctions in order to avoid them or to limit their consequences [4]. Several researchers investigated WT fault diagnosis and used, among others, model-based techniques to detect and isolate faults. For example, an FDI is used to control the appearance of fault, and a bank of observer is used to identify the fault kind and its position [5].

Recently, many authors exploited the fuzzy modelling methods for FDI. Park et al [6] have given the design of a robust adaptive fuzzy observer for uncertain nonlinear systems. A new approach to active sensor fault tolerant output feedback tracking control for WT systems via TS model is presented in [7]. Many authors have proposed SMO design methods [8-11].

Walcott and Zak [11] approach necessity a symbolic manipulation package to determine the conception problem which is formulated. To obtain the canonical form, Edwards and Spurgeon [9] give a canonical form for SMO design and a numerically docile algorithm to calculate the gain and the state transformation matrices. Quasi-LPV model predictive reconfigurable control for constrained nonlinear systems is described in [12].

The main challenges of FDI design for WT are: the aerodynamic rotor torque is not measured; and the wind speed is only measured at the hub position with high noise.

In this article, a methodology of diagnosis nonlinear WT system, designated by polytopic Quasi-LPV models using fuzzy observers is proposed. Usually, the conception of a Takagi-Sugeno fuzzy observer need an accurate mathematical description of the process under regard in the form of a polytopic Quasi-LPV dynamic model, which comprises both vertex polytope linear models and activation functions. The vertex polytope linear models are state space affine models that can be derived directly from first principles or from empirical models.

The remainder of this paper is organized as follows: Section 2 describes the nonlinear WT modelling. In section 3 outlines the establishment of a polytopic Quasi-LPV model using the polytopic transformation method to represent the process as a convex combination of submodels determined by the vertices of a convex polytope. These submodels are joined by a convex weighting function to construct the global model. The concept and structure of the fuzzy sliding mode observers and residual generation are presented in Section 4. Several simulation results are presented in Section 5 to show the validity and the effectiveness of this approach. Finally, conclusions and some remarks are drawn and given in Section 6.

2. WIND TURBINE MODELLING

In this part, we present a mathematical model of the WT which is used to design a Quasi-LPV model. We consider a specific variable speed, variable pitch WT model with three blade horizontal axis, and a rating power of 4.8 MW. This
model contains four sub-models: the Blade and Pitch System, the Aerodynamic Model, the Drive Train and the Generator and Converter, as shown in Figure 1 [13].

![Wind turbine bloc diagram](Image)

**Figure 1.** Wind turbine bloc diagram

### 2.1 Aerodynamic model

The kinetic energy in the wind is captured by turbines and converts it into a torque. The aerodynamic power of the WT $P_a$ and the aerodynamic torque applied to the turbine’s rotor $T_a$ are expressed by the following equations:

$$P_a = \frac{1}{2} C_p(\lambda, \beta) \rho \pi R^2 v^3$$

$$(1)$$

$$T_a = \frac{1}{2} C_q(\lambda, \beta) \rho \pi R^2 v^2$$

$$(2)$$

With:

$$C_q(\lambda, \beta) = \frac{C_p(\lambda, \beta)}{\lambda}$$

$$(3)$$

where $C_p$ is the thrust coefficient, $\rho$ is the air density, $R$ is the blade length and $v$ is the wind speed. $\lambda$ corresponds to the ratio between the turbine angular speed $\omega_r$ and the wind speed $v$:

$$\lambda = \frac{\omega_r}{v}$$

The power coefficient $C_p$ is the turbine aerodynamic efficiency and depends on the tip-speed ratio $\lambda$ and the blades angle $\beta$. It has a lot of values that depend on the type of turbines, and is generally given by the constructor and can be defined by a mathematical approximation [5].

The torque $T_a$ is a nonlinear function of wind speed $v$, and the power coefficient $C_p$. $C_p$ is a nonlinear function too, depending on tip speed ratio $\lambda$ and blades pitch angle $\beta$. In the high speed zone, the rotor speed is kept around a nominal speed and then $T_a$ can be approximated as follows:

$$\Delta T_a(t) = \Delta T_{aw}(z) \Delta v + \Delta T_{aw}(z) \Delta \beta + \Delta T_{aw}(z) \Delta \omega_r$$

$$(4)$$

where $\Delta v$, $\Delta \beta$, and $\Delta \omega_r$ are the deviations from the operating point where, $T_{aw}$, $T_{aw}$ and $T_{aw}$ are instantaneous partial derivatives of the aerodynamic torque defined as [14]:

$$T_{aw}(z) = \frac{d T_a}{d v}(\sigma, \tau, \varphi) = \frac{1}{2} \rho \pi R^2 v \left[ 2C_p - \frac{\partial C_p}{\partial \lambda} \right]$$

$$T_{aw}(z) = \frac{d T_a}{d \beta}(\sigma, \tau, \varphi) = \frac{1}{2} \rho \pi R^2 v \frac{\partial C_p}{\partial \beta}$$

$$T_{aw}(z) = \frac{d T_a}{d \omega_r}(\sigma, \tau, \varphi) = \frac{1}{2} \rho \pi R^2 v \frac{\partial C_p}{\partial \omega_r}$$

$\omega_r$, $v$ and $\beta$ denote the values of rotational speed, wind speed and pitch angle at the operating point, respectively.

### 2.2 Drive train model

The main role of the drive train is to transfer the aerodynamic torque to the generator to raise the rotational speed according to generator needs.

This model is constructed of a low-speed shaft and a high-speed shaft linked together by the gearbox. The state space model of the drive train is expressed as follows [15]:

$$\begin{bmatrix} \dot{\omega}_r(t) \\ \dot{\omega}_g(t) \\ \dot{\beta}(t) \\ \dot{\theta}_A(t) \\ \dot{\theta}_B(t) \end{bmatrix} = A \begin{bmatrix} \omega_r(t) \\ \omega_g(t) \\ \beta(t) \\ \theta_A(t) \\ \theta_B(t) \end{bmatrix} + B \begin{bmatrix} T_a(t) \\ T_g(t) \end{bmatrix}$$

$$(5)$$

With:

$$A = \begin{bmatrix} \frac{B_{dt} + B_r}{J_r} & \frac{B_{dt} N_g}{J_r} & -\frac{K_{dt}}{J_r} \\ \frac{B_{dt} N_g}{J_g} & \frac{B_{dt}}{J_g} & \frac{K_{dt}}{J_g} \\ 1 & \frac{-1}{N_g} & 0 \\ \frac{1}{J_r} & 0 \\ 0 & \frac{1}{J_g} \end{bmatrix}$$

$$B = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$$

### 2.3 Pitch system model

The pitch system is composed of three identical pitch actuators. The blade pitch is adjusted by the pitch actuator via rotation. It can be modelled as a second order system:

$$\frac{\beta(s)}{\beta_r(s)} = \frac{\omega_n^2}{s^2 + 2\xi \omega_n s + \omega_n^2}$$

$$(6)$$

$\beta$ is the pitch angle [°], $\beta_r$ is the pitch angle reference [°], $\omega_n$ [rad / s] is the natural frequency and $\xi$ [ ] is the damping ratio of the pitch actuator model.

Each of the three pitch angle systems has the same transfer function given above. The parameters values of the pitch systems model are identical when no fault appears, these parameters will change in the faulty case.
2.4 Generator and converter model

The mechanical energy is converted by the generator to electric energy, while it is charged by a torque generating from a converter. The converter dynamics can be represented by a first order system [5]:

$$\dot{T}_g(t) = \frac{1}{\tau_g} (T_{g,r} - T_g)$$

(7)

$T_{g,r}(t)$ is the reference for the generator torque $[Nm]$, $\tau_g$ is the time constant $[s]$.

The power generated by the generator $P_g(t)$ depends on the generator speed $\omega_g(t)$ and the applied load, as described in the equation below:

$$P_g(t) = \omega_g(t)T_{g,r}(t)$$

(8)

3. Dynamic model and Quasi-LPV representation of variable speed (WECS)

3.1 The state space model

By using Eq (4) in (5) and including Eq (6) and (7) the augmented nonlinear VSWECS can be formulated as:

$$\begin{bmatrix} \dot{x}(t) = A(z)x(t) + Bu(t) + B_v(z)v(t) \\ y(t) = Cx(t) \end{bmatrix}$$

(9)

With

$$x(t) = \begin{bmatrix} \omega_z & \omega_x & \theta_\alpha & \beta & T_x & \dot{\beta} \end{bmatrix}^T$$

$$u(t) = \begin{bmatrix} \beta \end{bmatrix}, y(t) = \begin{bmatrix} \omega_z & \omega_x & \beta & T_x \end{bmatrix}^T, z(t) = [v, \beta]^T$$

where: $x(t)$ is the state vector, $u(t)$ is the control input vector, $y(t)$ is the output vector and $z$ represents the nonlinearities. The control system deed both on generator in order to apply the reference electromagnetic torque $T_{g,r}$ and on the pitch actuator system to control the blades pitch angle $\beta$.

$$A(z) = \begin{bmatrix} \frac{B_x}{N_J J_x} & -\frac{K_x}{J_x} & \frac{K_\beta}{J_x} & a_1 & 0 & 0 \\
-\frac{B_x}{N_J J_x} & \frac{K_x}{J_x} & 0 & 0 & -1 & 0 \\
1 & -\frac{1}{N_v} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & \tau_z \\
0 & 0 & 0 & -a_z^2 & 0 & -2\dot{\beta}_z \end{bmatrix}$$

(10)

$$B = \begin{bmatrix} a_z \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ \dot{\beta}_z \end{bmatrix}, \quad B_v(z) = \begin{bmatrix} a_z \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

With:

$$a_1 = \frac{1}{J_x} \frac{\partial T_r}{\partial \beta}, \quad a_2 = \frac{1}{J_x} \frac{\partial T_r}{\partial \dot{\beta}},$$

$$b_1 = \left( B_{va} + B_v \right), \quad b_2 = B_{va}^2 + B_v$$

From the state space model it is clear that the system matrix $A(z)$ and the disturbance matrix $B_v(z)$ are not fixed matrices and depend on the state variables. In order to get the best possible representation from this highly nonlinear system, the next subsection presents a Quasi-LPV representation of the system in Eq (9).

3.2 Polytopic quasi-LPV model representation

This approach consists to apprehend the overall behaviour of the system by an ensemble of local models. Each of them characterizes the system’s behaviour in a particular operating zone. The local models are then regrouped by means of an interpolation mechanism. The LPV models describe how the system dynamics vary as a function of one or more scheduling parameters. When the variation of the scheduling parameters depends on the state space variables and/or input variables, they are denoted Quasi-LPV. The use of this approach permits transferring and generalizing several methods developed in the linear monitoring field to the nonlinear systems and gives good approximation properties which can be used for monitoring.

In this study the dynamic Quasi-LPV model is used to represent the nonlinear system of the Eq.(9) by using the polytopic transformation to describe the system as a convex combination of sub models defined by the vertices of a convex polytope described by the following equation:

$$\begin{bmatrix} \dot{x}(t) = A(z)x(t) + Bu(t) \\ y(t) = C(z)x(t) \end{bmatrix}$$

(11)

where: $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{m \times n}$ are the state space matrices with variable parameters and $z$ represents the scheduling vector around the equilibrium point.

Function of the $i$th LTI model (see Table 1); $z(t)$ is the scheduling variable: $A_i, B, C_i$ and $C$ are system matrices with suitable dimensions.

The Quasi-LPV model is derived depending on two scheduling variables: the pitch angle $z_i(t) = \beta$ and the wind speed $z_2(t) = v$. These scheduling variables in WT are supposed varying in the operating range: $d_i \leq z_i(t) \leq D_i$ and $d_z \leq z_2(t) \leq D_z$.

For $z_i$ and $z_2$ there exist four functions:

$$O_i = \frac{z_i - d_i}{D_i - d_i}, \quad \overline{O}_i = \frac{D_i - z_i}{D_i - d_i}, \quad O_z = \frac{z_2 - d_z}{D_z - d_z}, \quad \overline{O}_z = \frac{D_z - z_2}{D_z - d_z}$$

(12)

where:

$$O_i + \overline{O}_i = 1 \quad \text{and} \quad O_z + \overline{O}_z = 1 \quad \text{such as:}$$

$$z_i(t) = O_i D_i + \overline{O}_i d_i \quad \text{and} \quad z_2(t) = O_z D_z + \overline{O}_z d_z$$
For simplification, let us denote $O_j$ in the general form:

$$O_j = \frac{-d_j}{D_j - d_j} + \left( \frac{1}{D_j - d_j} \right) z_j(t), \quad \overline{O}_j = 1 - O_j$$  \hfill (13)

With:

$$D_j = \max_{\tau \in \tau_{\text{max}}} z_j(\tau), \quad d_j = \min_{\tau \in \tau_{\text{max}}} z_j(\tau)$$

![Figure 2](image)

**Figure 2.** (A) Polytopic space with four vertices, (B) Convex operating zone of the system

For $j = 1, 2$ note that $\tau_{\text{max}}$ and $\tau_{\text{max}}$ are the lower and upper bounds of the variable $z_j$, respectively.

Then, to obtain the polytopic Quasi-LPV model the scheduling functions of $z_i(t)$ and $z_j(t)$ should be chosen such that:

$$A(z) = \sum_{i=1}^{\infty} h_i(z(t)) A_i, \quad B_i(z) = \sum_{i=1}^{\infty} h_i(z(t)) B_{u_i}$$

And, the activation function is selected as follows:

$$h_1 = O_1 O_2, \quad h_2 = O_1 \overline{O}_2, \quad h_3 = \overline{O}_1 O_2, \quad h_4 = \overline{O}_1 \overline{O}_2$$

By considering the pitch angle and the wind speed as scheduling variables, The polytopic Quasi-LPV model (11) is constructed with four vertex linear models derived to represent the system dynamics at four operating points (see Figure 2(A)):

$$A = \begin{bmatrix}
b_l & \frac{B_{u_l}}{N_\times J_x} & -K_{u_l} & 0 & 0 \\
\frac{B_{u_l}}{N_\times J_x} & -b_l & K_{u_l} & 0 & -1 \\
1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & -\omega_s^2 & 0 \
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}, \quad B_u = \begin{bmatrix}
\vartheta_j \\
0 \\
0 \\
0 \\
0 \\
\omega_s^2 \\
\end{bmatrix}$$  \hfill (14)

where parameters $\vartheta_j$ for $i = 1,...,4$ are given in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Vertex polytope models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vertex models</strong></td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>$i$</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

4. **DECENTRALIZED SLIDING MODE OBSERVER MODEL BASED FDI DESIGN**

The DSMO design is based on a nonlinear MIMO system subject to actuator faults $f_a$ and sensor faults $f_s$ in the following Quasi-LPV model:

$$\begin{align*}
x &= \sum_{i=1}^{M} h_i(z(t)) (A_i x + B_i u + B_{u_i} v + E_i f_s) \\
y &= C x + f_s
\end{align*}$$  \hfill (15)

such that:

$$\sum_{i=1}^{M} h_i(z(t)) = 1$$

$$0 \leq h_i(z(t)) \leq 1 \quad \forall i = \{1, ..., M\}$$

where $x(t) \in \mathcal{R}^n$ is the state vector, $u(t) \in \mathcal{R}^m$ is the input vector, $f_a(t) \in \mathcal{R}$ is an actuator fault, $f_s(t) \in \mathcal{R}$ is a sensor fault and $y(t) \in \mathcal{R}^p$ is the measurable vector output. For the $i$th local model $A_i \in \mathcal{R}^{nxn}$ is the state matrix, $B \in \mathcal{R}^{nxm}$ is the matrix of inputs, $E_i \in \mathcal{R}^{nxn}$ denotes the full rank fault distribution and $C \in \mathcal{R}^{pxn}$ is the matrix of output. Finally, $z$ represents the scheduling vector which is formed by a subset of the input and/or the measurable state variables to define the validity regions of the local models.

The reconstruction of the state variables consists to use the information provided by the input and output signals. The proposed observer for the multiple model (14) is a linear combination of local observers, each of them having the structure proposed by Walcott and Zak [27]. In this context, we consider that the inputs $f_a(t)$ are bounded, such as

$$\begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}$$
\[ \| f_e(t) \| \leq \eta, \text{ where } \eta \text{ is scalar and } \| \cdot \| \text{ represents the Euclidean norm. It is also assumed that there exists matrices } G_i \in \mathbb{R}^{p \times r} \text{, such that } A_{\omega} = A - G_i C \text{ have stable eigenvalues and that there exists Lyapunov pairs } (P, Q) \text{ of matrices and other matrices } F_i \in \mathbb{R}^{r \times n} \text{ respecting the following structural constraints:} \]

\[
\begin{align*}
A_{\omega}^t P + PA_{\omega} &= -Q \\
F_i C &= R_i^t P, \quad \forall i = 1, \ldots, M
\end{align*}
\]

(16)

The proposed observer has the following form:

\[
\begin{align*}
\dot{x} &= \sum_{i=1}^{M} h_i(z) \left( A \dot{x} + Bu + B_w v + E_i f_a + G_i e_y + R_i v_i \right) \\
y &= C \dot{x}
\end{align*}
\]

(17)

where \( e_y \) is the output error defined as follows:

\[
e_y = y - \hat{y} = C(x - \hat{x}) = Ce
\]

With \( e(t) \) represent the state estimation error, such as:

\[
e(t) = x(t) - \hat{x}(t)
\]

(19)

The matrices \( G_i \) and the control variables \( v_i \), with \( v_i(t) \in \mathbb{R}^n \) must be determined in order to guarantee the asymptotic convergence of \( \dot{x}(t) \) towards \( x(t) \). The terms \( v_i(t) \) compensate errors due to the unknown inputs. The dynamic of state estimation error is given as follows:

\[
\dot{e} = \sum_{i=1}^{M} h_i(z) \left( (A_i - G_i C)e + B_i v + E_i f_a - R_i v_i \right)
\]

(20)

**Theorem 1**: The state estimation error between the multiple model (14) and the robust state multiple observer (16) converges to zero, if \( v_i(t) \) are given by the following equation:

\[
\begin{align*}
\text{if } e_y(t) \neq 0, \quad & v_i(t) = \eta \frac{F_i e_y}{\| F_i e_y \|} \\
\text{if } e_y(t) = 0, \quad & v_i(t) = 0
\end{align*}
\]

(21)

And if there exist a symmetric definite positive matrix \( P \) which satisfies the following inequalities:

\[
A_i - G_i C)^t P + P(A_i - G_i C) < 0 \\
i = \{1, \ldots, M\}
\]

(22)

**Proof**: To show the asymptotic convergence of this multiple observer, let us consider the following Lyapunov function:

\[
V(e(t)) = e^t (t) Pe(t)
\]

(23)

Its derivative in respect to time, evaluated along the trajectory of the system by using equations (17) and (19), may be expressed as:

\[
\dot{V} = \sum_{i=1}^{M} h_i(z) \left( e^t (A_i^t P + P A_i) e + 2e^t PR_i u - 2e^t PR_i v_i \right)
\]

(24)

where: \( \bar{A} = A - G_i C \)

Using the second part of constraint (15), the derivative of the Lyapunov function becomes:

\[
\dot{V} = \sum_{i=1}^{M} h_i(z) \left( e^t (\bar{A}_i^t P + P \bar{A}_i) e + 2e^t C_i^t F_i^t u - 2e^t C_i^t F_i^t v_i \right)
\]

\[
\leq \sum_{i=1}^{M} h_i(z) \left( e^t (\bar{A}_i^t P + P \bar{A}_i) e + 2\eta \| F_i e_y \| - 2e^t F_i^t v_i \right)
\]

Using the relation (20), the derivative of the Lyapunov function becomes as follows:

\[
\dot{V} \leq \sum_{i=1}^{M} h_i(z) \left( e^t (\bar{A}_i^t P + P \bar{A}_i) e + 2\eta \| F_i e_y \| \frac{F_i e_y}{\| F_i e_y \|} \right)
\]

(25)

Then, the state estimation error of the robust multiple observer (16) converges to zero if the relation (21) holds.

### 4.1. Actuator fault reconstruction

The goal of this section is to generate residuals that reflect the faults acting on the system (14). An ideal residual signal should converge to zero in the fault-free case and should diverge from zero when fault occurs. Once a fault has been detected, it must be estimated.

The fault estimation will specify the type of fault, its duration, its amplitude and eventually its probable evolution.

Both the generator and pitch systems can fail, the generator fault can result in an offset and the considered pitch actuator faults are: pump wear, hydraulic leakage, high air content in the hydraulic oil, valve blockage, and pump blockage.

In this case, the examined fault is high air content in the oil. Air is much more compressible than oil; it provokes an overshoot in the transient response because of the higher hydraulic oil elasticity.

The normal air content in the hydraulic oil is 7%, while high air content in the oil corresponds to 15%, therefore the fault is modelled by changing the dynamics of the pitch actuator parameters \( \omega \) and \( \xi \) from their nominal values to their faulty values in Eq (6). The parameters for the faulty pitch actuator are shown in Table 2 [15].

<table>
<thead>
<tr>
<th>Faults</th>
<th>( \omega ) (rad/s)</th>
<th>( \xi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault-free</td>
<td>11.11</td>
<td>0.6</td>
</tr>
<tr>
<td>High air content in oil</td>
<td>5.73</td>
<td>0.45</td>
</tr>
<tr>
<td>Pump wear</td>
<td>7.27</td>
<td>0.75</td>
</tr>
<tr>
<td>Hydraulic leakage</td>
<td>3.42</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2. Parameters for the pitch system under different conditions
The DSMO is used in this part to detect and reconstruct parameter faults in the pitch and generator dynamics of WTs model

\[
\begin{pmatrix}
\dot{\beta} \\
\dot{\beta}
\end{pmatrix} = \begin{bmatrix} 0 & 1 \\ -\alpha_\omega & -2\xi_\omega \end{bmatrix} \begin{pmatrix}
\beta \\
\beta
\end{pmatrix} + \begin{bmatrix} 0 \\ \alpha_\omega^2 \end{bmatrix} \beta_r
\]

(26)

\[
\hat{T}_g(t) = \frac{1}{\tau_g} (T_{g,r} - T_g)
\]

(27)

Alterations in the actuator dynamics of pitch angle and generator torque can be examined by means of changes in the parameters (\(\omega_\beta\) and \(\xi_\beta\)) and time constant \(\tau_g\) respectively.

Actuator offset faults can be modelled by adding an offset to the input signal [14]:

\[
a_i := \alpha_\omega^2, \quad \tilde{a}_i = a_i + \Delta a_i, \quad (28)
\]

\[
a_z := 2\xi_\omega \beta, \quad \tilde{a}_z = a_z + \Delta a_z \quad (29)
\]

With: \(\tilde{a}_i\) and \(\tilde{a}_z\) is a sum of the nominal value \((a_i, a_z)\) and an offset value \((\Delta a_i, \Delta a_z)\).

The altered pitch dynamics is then given by

\[
\begin{pmatrix}
\dot{\beta} \\
\dot{\beta}
\end{pmatrix} = \begin{bmatrix} 0 & 1 \\ -\tilde{a}_i & -2\xi_\omega \end{bmatrix} \begin{pmatrix}
\beta \\
\beta
\end{pmatrix} + \begin{bmatrix} 0 \\ \alpha_\omega^2 \end{bmatrix} \beta_r
\]

(30)

Analogously, altered generator torque dynamics can be examined using the reciprocal value \(a_\beta\) of the time constant \(\tau_g\).

\[
a_\beta := \frac{1}{\tau_g}, \quad \tilde{a}_\beta = a_\beta + \Delta a_\beta \quad (31)
\]

\[
\hat{T}_g(t) = -a_\beta T_{g,r} + a_\beta T_{g,c} - \Delta a_\beta T_{g} + \Delta a_\beta T_{g,c}
\]

(32)

Defining the offset matrices \(\Delta A\) and \(\Delta B\) as:

\[
\Delta A = \begin{bmatrix}
0_{n \times 2n-2} & 0_{n \times 2} & 0_{n \times 2-1} \\
0_{n \times 2-2} & 0_{n \times 2} & -\Delta a_i \\
0_{n \times 3} & -\Delta a_i & 0
\end{bmatrix},
\quad \Delta B = \begin{bmatrix}
0_{n \times 2n-2} & 0_{n \times 2} \\
0_{n \times 2-2} & -\Delta a_i \\
0 & -\Delta a_z \\
0 & 0
\end{bmatrix}
\]

where \(n\) denotes the observer states system number, the observer system dynamics (without feedback terms) with modified actuator dynamics can be written as [16]:

\[
\dot{x}(t) = \sum_{i=1}^{n} h_i(z) (Ax + Bu + B_n \Delta \lambda + \Delta Bu)
\]

(33)

In order to reconstruct the altered dynamics parameters \(\Delta a_i\), \(\Delta a_z\), and \(\Delta a_\beta\), a fault matrix \(E\) and an actuator fault vector \(f_a\) must be found such that:

\[
Ef_a = \Delta A x + \Delta Bu
\]

\[
= \begin{bmatrix}
\Delta a_i & \Delta a_i
\end{bmatrix} \begin{pmatrix}
\Delta a_i \\
\Delta a_z \\
\Delta a_\beta
\end{pmatrix}
\]

Choosing:

\[
E = \begin{bmatrix}
0 & 1 & 0
\end{bmatrix}^T
\quad \text{and} \quad f_a = \begin{bmatrix}
\Delta a_i (\Delta a_i - \Delta a_z - \Delta a_\beta)
\end{bmatrix}
\]

Both the torque actuator fault \(\Delta a_e\) and the pitch actuator faults \(\Delta a_i\) and \(\Delta a_z\) can be reconstructed. The reconstructed actuator fault vector is thus given by:

\[
\hat{f}_a = \begin{bmatrix}
\Delta \hat{a}_i \\
\Delta \hat{a}_z \\
\Delta \hat{a}_\beta
\end{bmatrix} (\Delta a_i - \Delta a_z - \Delta a_\beta)
\]

5. SIMULATION RESULTS

The simulation tests use the WT benchmark system proposed by kk-electronic [13].

It is a three blade horizontal axis variable speed WT with full converter coupling.

The operated ranges of pitch angle is \(0.01 \leq \beta \leq 0.03\) (rad) and the range of wind speed is \(11 \leq v \leq 17\) (m/s).

The membership functions of the scheduling variables are depicted in figure 3.

The local dynamic models are deduced from the nonlinear model (1) through dynamic linearization about operating points. Figure 4 shows the WECS state variables in real and estimation case.

In order to identify the actuator faults in the pitch angle and generator torque, a DSMO described in section 4, is used to estimate these faults.
The reconstruction of actuator faults is based on the analysis of the residuals generated by the DSMO. High air content in the oil that represented a fault actuator in pitch angle has been added between 6s and 7s. For the generator torque an offset of 10000 [Nm] was active between 5.5s and 6.5s.

The reconstruction of actuator faults is based on the residuals generated by the DSMO. High air content in the oil that represented a fault actuator in pitch angle has been added between 6s and 7s. For the generator torque an offset of 10000 [Nm] was active between 5.5s and 6.5s.

The top of Figure 5 and Figure 6 illustrates the actual pitch angle and generator torque with and without faults scenario. The components of the reconstructed fault vector \( \hat{f}_s \) based on DSMO are depicted in the bottom of Figure 5 and Figure 6. It can be seen that both actuators faults are reasonably well reconstructed. Short peaks occur when the fault are switched on/off.

The fault detection and reconstruction times for pitch angle and generator torque are approximately 0.48s and 0.36s, respectively. The DSMO is, therefore, a very short and efficient method for detecting and reconstructing the actuator faults.

For a pitch angle sensor fault an additive gain factor (1.5 rad) had been added between 4 s and 5 s. For the generator torque an offset of 10000 [Nm] was active between 6s and 7s.

The actual pitch angle with and without the sensor fault is given by the top of Figure 7. The bottom of Figure 7 demonstrates that the residual is not zero without fault due to the presence of sensor noise; the residual is significantly increases after the fault occurs. The fault is detected, isolated, and reconstructed in approximately 0.26 s.

The actual pitch angle with and without fault (top) and the reconstructed actuator fault vector \( (T_g) \) (bottom)

6. CONCLUSIONS

In this paper, a condition monitoring system based on decentralized sliding mode observer (DSMO) is used to automate the diagnosis process of variable speed wind energy turbine. In this robust observer, stability is guaranteed by a quadratic lyapunov function. A polytopic Quasi-LPV model describing the dynamics of the WT is derived. It depends on two scheduling variables: the pitch angle and the wind speed. The nonlinear system behaviour is approximated using four vertex linear systems derived to represent the system dynamics at four operating points by using the polytopic convex transformation.

The DSMO is used to detect and reconstruct sensor and
acktor parameter faults in the WT. It permits the detection and localisation by means of reconstruction of pitch angle sensor fault and any fault that implies a change in the dynamics of the pitch actuator system almost instantly. The performance of this observer was evaluated and we can confirm its efficiency. Finally, further work could be the practical implementation possibilities of this strategy.
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NOMENCLATURE

\[ \beta_\omega \] The torsion damping coefficient \[ \text{Nm/(rad/s)} \]

\[ B_s \] Viscous friction of high-speed shaft \[ \text{Nm/(rad/s)} \]

\[ B_r \] Viscous friction of low-speed shaft \[ \text{Nm/(rad/s)} \]

\[ J_s \] Inertia of the high-speed shaft \[ \text{kgm}^2 \]

\[ J_r \] Inertia of the low-speed shaft \[ \text{kgm}^2 \]

\[ K_\omega \] The torsion stiffness \[ \text{Nm/rad} \]

\[ N_s \] The drive train gear ratio \[ \text{Nm/(rad/s)} \]

\[ T_a(t) \] The aerodynamic torque \[ \text{Nm} \]

\[ T_g(t) \] The generator torque \[ \text{Nm} \]

\[ \omega_r \] The rotor speed \[ \text{rad/s} \]

\[ \omega_s \] The generator speed \[ \text{rad/s} \]

\[ \theta_e(t) \] Torsion angle of the drive train \[ \text{rad} \]

Subscripts

DSMO Decentralized sliding mode observer

Quasi-LPV Quasi linear parameter varying

SNO Sliding mode observer

VSWECs Variable speed wind energy conversion system

WECS Wind energy conversion systems

WT Wind turbines