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In this particular study, an artificial neural network (ANN) was utilized to effectively 

extract the maximum power from a photovoltaic (PV) installation. The primary objective 

was to assess the performance of the ANN in comparison to the commonly used perturb 

and observe (P&O) technique, especially when faced with varying climatic conditions. 

The results of the study unequivocally demonstrated the superiority of artificial 

intelligence, specifically the ANN, in enhancing the optimization of PV power. When 

compared to the traditional P&O technique, the ANN consistently outperformed it in terms 

of accurately tracking the maximum power point under different climatic conditions. This 

highlights the remarkable capabilities of artificial intelligence in improving the efficiency 

and performance of PV systems. 
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1. INTRODUCTION

Renewable energies offer numerous advantages over fossil 

fuels in terms of both environmental impact and greenhouse 

gas emissions. Firstly, renewable energy sources such as solar, 

wind, hydro, and geothermal power are inherently sustainable 

and inexhaustible, unlike fossil fuels that are finite and non-

renewable. This ensures a long-term and reliable energy 

supply for future generations. 

Transitioning to renewable energy also brings economic 

benefits. It fosters job creation and local economic growth by 

supporting the development, manufacturing, installation, and 

maintenance of renewable energy systems. Additionally, 

renewable energy investments often lead to reduced energy 

costs in the long run, as the fuel sources are abundant and 

freely available. 

In this context, photovoltaic systems, which typically 

include PV solar generators, inverters, MPPT controllers, and 

loads (DC or AC), provide a highly competitive solution. 

Photovoltaic (PV) systems have emerged as one of the most 

promising renewable energy sources, with their ability to 

produce electricity directly from sunlight. However, the 

performance of these systems depends on many factors, such 

as temperature, irradiance, and shading, which can affect their 

efficiency and output power. Peak power point tracking 

(MPPT) is a widely used technique that aims to find the 

operating point at which a PV system produces maximum 

power output. Traditional MPPT methods, such as 

perturbation and observation (P&O) and increasing 

conductivity (IC), are simple and low-cost but can be slow and 

less accurate in tracking the maximum power point. 

Perturb and observe (P&O) and ascending conductivity 

techniques have obvious shortcomings, such as poor tracking 

performance during rapidly changing solar irradiance and 

oscillations around the power point. Maxima. The smart 

techniques include Fuzzy Logic Controller (FLC), Artificial 

Neural Network (ANN), Particle Swarm Optimization (PSO), 

Genetic Algorithm (GA). These algorithms have many 

advantages, such as low oscillation around the peak power 

point and fast tracking response to changing conditions. 

Recently, the use of artificial intelligence (AI) techniques, 

such as neural networks (NN), has shown great potential for 

improving the accuracy and efficiency of MPPT in PV systems. 

Moreover, neural networks are a type of machine learning 

algorithm that can learn from data and make predictions based 

on that data. They can be trained to predict the maximum 

power point based on the input parameters, such as 

temperature and irradiance, and adjust the PV system's 

operating point accordingly. Several studies have shown the 

effectiveness of using NN-based MPPT algorithms in PV 

systems. For example, Jyothy and Sindhu [1] provided a 

comprehensive review of the use of NN for MPPT in PV 

systems, highlighting the advantages and limitations of 

various NN-based techniques. Villegas-Mier et al. [2] 

reviewed recent advances in AI-based MPPT, including NN-

based algorithms, and discussed their performance and 

challenges. Chaabene et al. [3] proposed an NN-based 

fractional-ordered sliding mode control algorithm for MPPT 

in PV systems., which showed improved performance 

compared to traditional methods. However, other researchers 

have combined NN with other optimization algorithms, such 

as gravitational search algorithm (GSA) [4], particle swarm 

optimization (PSO) [5], and cuckoo search optimization [6], to 

enhance the accuracy and convergence speed of MPPT in PV 

systems. Takruri et al. [7] developed an NN-based MPPT 

algorithm that can adapt to variable irradiance and temperature 

conditions, improving the robustness and stability of the PV 

system. In summary, NN-based MPPT algorithms have shown 

great potential for improving the performance and efficiency 

of PV systems. However, there are still some challenges that 

need to be addressed, such as the need for large amounts of 

training data, the complexity of NN models, and the 

computational cost. Nevertheless, with the growing demand 

for clean energy and the advances in AI and machine learning, 
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the use of NN in PV systems is likely to become more 

widespread in the future. 

This article supports research in this section, which is 

extracting maximum power using an artificial neural network. 

In this paper, we present a peak power monitoring study for 

photovoltaic energy Processing line. We offer a comparison 

between two peak power monitoring techniques; Perturb & 

Observe (P&O) is the first method compared to the second 

method using artificial neural network (ANN). Both methods 

are designed, modeled and simulated in the 

MATLAB/Simulink environment. The simulation results are 

discussed regarding the performance and constraints of these 

two algorithms. 

2. PHOTOVOLTAIC GENERATOR STUDIED

The model studied was used for the perturb and observe 

method, in order to be able to compare these results later with 

the maximum power track method with the artificial neural 

networks method. 

Figure 1. Scheme of photovoltaic generator studied 

We worked on a 100 kw PV array made from modules of 

the type SunPower SPR-305-WHT, that consists of 96 cells, 

number of modules connected in series per string is 5, and 

number of parallel strings is 66. This PV array is associated 

with a boost chopper, with a perturb and observe maximum 

power point tracking control, as a first approach., which is 

illustrate on Figure 1. 

Figure 1 illustrates the general model with which the perturb 

and observe method was simulated. 

The boost converter serves as an interface between 

photovoltaic generator and load to increase voltage at the 

output of the PV array. It mainly consists of an inductor, a 

transistor switch, a diode and filter capacitor. 

A real array consists of multiple connected PV cells, and to 

observe properties at the terminals of the PV array, additional 

parameters must be included in the basic equations [8, 9]. 

𝐼 = 𝐼PV − 𝐼0 [exp (
𝑉 + 𝑅5𝐼

𝑉𝑡𝑎
) − 1] −

𝑉 + 𝑅5𝐼

𝑅𝑃
(1) 

The maximum output will fluctuate due to changes in 

ambient temperature and amount of solar radiation. Real-time 

peak power point trackers are an integral part of a solar system 

because the maximum power available from a solar system 

varies continuously with atmospheric conditions. Maximum 

power point tracking MPPT systems proposed in the literature 

[10] can be classified into three different categories [11].

The direct method, the intelligent method, and the indirect

method. 

The direct method is also called truth-seeking method 

(MPPT). It is searched by disturbances going on at the 

operating point of the PV generator. In this category, scheme 

perturbation and observation P&O [12], hill-climbing HC [13], 

and incremental conductivity INC [14] are widely applied to 

PV systems. In P&O method, the working voltage of PV array 

is changed to achieve MPPT. Similar to the P&O. 

First, we simulated the perturb and observe method for our 

system, imposing the variations in irradiation and temperature, 

shown on the Figure 2, irradiation and ambient temperature, 

and we got the results shown on Figure 3, which are the output 

power of the PV array and the duty cycle. 

The P&O technique continuously increases or decreases the 

voltage across the PV array by a small amount until the peak 

power point is reached and compares the trend of the output 

power with the trend of the noise. Thus, the disturbance will 

continue in the same direction if the output power increases 

and reverse if it decreases. the algorithm continues the same 

way. 

Figure 2. Required variations in irradiation and temperature 

Figure 3. Output power of the PV array and the duty cycle 

with the P&O method 

3. DESIGN OF THE ADAPTED ARTIFICIAL NEURAL

NETWORK

Neural networks work by distributing the values of 

variables in automata (neurons). These units are responsible 

for combining their information to determine the value of the 

discrimination parameter. It is from the connection of these 

units to each other that the RNA’s ability to discriminate 

emerges. Each neuron receives numerical information from 

neighbouring neurons; each of these values is associated with 

a weight representative of the strength of the connection. Each 

16



neuron performs a calculation locally, the result of which is 

then transmitted to the avalous neurons. 

Figure 4. A fully connected backpropagation network, with 

the direction of activation and error flow indicated 

The proven potential of machine learning techniques in 

pattern matching and computer vision has led researchers to 

use these techniques to predict the efficiency of solar cells [15-

22]. The research work performed to date demonstrates the 

applications of these techniques for optimal efficiency 

prediction, best-suited design and materials for fabricating 

dye-sensitive solar cells (DSSCs). The network we used, is a 

fully connected backpropagation one as shown on the Figure 

4. 

The general objective of an artificial neural network is to 

find the configuration of the connection weights between 

neurons so that it associates with each input configuration, an 

adequate response. The use of an NAS is done in two stages. 

First a learning phase which is responsible for establishing 

values for each of the network connections, then a phase of use 

proper, where we present to the network an input and where it 

tells us in return its "calculated" output. 

The process of designing our neural network can be 

summarized in these steps: 

-The collection of a database: this data constitutes the input

of the neural network, and therefore it determines both the size 

of the network and the performance of the system, in our study 

we have only one input variable which is the power of the 

photovoltaic generator and a single output which is the cyclic 

ratio' D', we collected these data from the solar panel 

simulation with perturb and observe control. The purpose of 

this step is to gather enough data to build a representative 

database, which will be used for learning and testing the neural 

network. This database constitutes the input of the neural 

network, and therefore it determines both the size of the 

network (and therefore the simulation time), and the 

performance of the system (generalization capacity). 

-We built a network of multi-layered neurons with:

An input layer containing 2 neurons, a hidden layer

containing 15 neurons, and an output layer containing 1 

neuron. 

We used sigmoid functions for the input, output and hidden 

layer transfer functions. 

- Training neural networks based on learning and validation.

I ran machine learning until I got a very small squared error. 

- Measure neural network performance on a test basis. With

all this data we were able to build a network of neurons under 

MATLAB Simulink and theoretically speaking, this network 

of neurons was made on the basis of these equations. 

Network learning by backstabbing involves three steps: 

- Enable propagation or feedforward of drive model from

inputs until the exit, 

- Calculate and reverse propagate the associated error,

- Adjust weights.

a- The yield of the idle layer

𝑦𝑖 = 𝑓𝑗
𝑐 (∑

𝑛

𝑡=1

𝑤𝑗𝑖
𝑐𝑥𝑡 + 𝑏𝑗

𝑐) (2) 

b- The yields of the yield layer

𝑜𝑘 = 𝑓𝑘
𝑠 (∑

𝑚

𝑗=1

𝑤𝑘𝑗
𝑠 𝑦𝑗 + 𝑏𝑘

𝑠) (3) 

c- The mistake terms of the yield units

𝛿𝑘
𝑠 = (𝑡𝑘 − 𝑜𝑘)∫  

𝑠′

𝑘

(∑  

𝑚

𝑡−1

𝑤𝑘𝑗
5 𝑦𝑗 + 𝑏𝑘

∗) (4) 

e- Weight and predisposition alteration of the yield layer

𝑤𝑘𝑗
𝑠 (𝑡 + 1) = 𝑤𝑘𝑗

𝑠 (𝑡) + 𝜂𝛿𝑘
𝑠𝑦𝑗

𝑏𝑘(𝑡 + 1) = 𝑏𝑘(𝑡) + 𝜂𝛿𝑘
(5) 

Figure 5. Neural network built with MATLAB 

Figure 6. Quadratic error calculation 
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The input of the neural network is the power released by the 

photovoltaic generator, and the output is the cyclic ratio D 

(obtained during the previous simulation).We performed a 

learning on 100 data using MATLAB software as shown on 

Figure 5, until a very small quadratic error , show in Figure 6. 

Figure 4 shows the general diagram of a backpropagation 

network used in the simulation. 

The connection weight values are first randomly created and 

the system tries in successive iterations to obtain data 

modeling. At each stage, an input is presented to the network, 

it propagates these values to the output neurons. This 

calculated output is compared with the expected response and 

the system modifies the weights accordingly. This connection 

alteration is obtained by the error gradient backscatter 

algorithm. This calculation is responsible for backscattering 

the errors found on the outputs. In theory, one can never be 

sure that this algorithm will eventually determine a suitable 

weight set for all input-output pairs. In practice, we do not 

build a single RNA, but several models by playing on the 

parameters of this algorithm, and by seeking to obtain a model 

that best fits the data. 

The development of a neural network, whatever its 

architecture, requires some experience [23-25]. This is why 

collaboration with specialists is the most desirable approach, 

whether to supervise the use of simple software such as 

SPSS©, MATLAB©, STATISTICA© which offer neural 

networks modules, or for developing RNA from more 

sophisticated software. As the application of artificial neural 

networks is booming in all areas of research, this 

interdisciplinarity is easily conceivable. Artificial neural 

networks are therefore a data processing tool which, like 

traditional statistics, can be applied in several fields [26]. 

Figure 5 illustrates the neural network built with MATLAB 

Simulink. 

The next step is to minimize the quadratic error as much as 

possible. 

The generalisation error depends on three parameters: the 

number of examples used for learning, the complexity of the 

underlying problem and the network architecture. Statistical 

approaches are one of the major areas of investigation for 

optimizing the learning performance of neural networks [27, 

28]. 

Methods that evaluate generalization error are generally 

based on the partition of available data into three subsets. The 

first subset called learning set is used to optimize network 

weights for a given architecture. The second subset, called a 

validation set, allows you to compare several network 

architectures and select the best one. 

The second set also makes it possible to monitor and 

measure the generalisation of the network during learning. 

Finally, the third subset called the test set is used to estimate 

the network generalization error determined from the learning 

and validation sets. 

Due to the need to calculate the mean square error and 

variance of the mean square error after each weight change, 

the calculation time can become very important. Indeed, for 

each presentation of an example, it is necessary to carry out a 

number of propagations and a backscatter. Also, in order to 

reduce the computation time, we will use the algorithm 

mentioned above which, as we will see later, allows to 

introduce a stronger constraint on the control of the form of 

the error distribution and to add stability to the learning 

process. 

In this test, the ANN technique was able to quickly track 

MPP under rapidly changing solar irradiance, while P&O did 

not track MPP under rapidly changing irradiance. In addition, 

the ANN has small fluctuations around the maximum power 

point, while the P&O technique has high fluctuations around 

the maximum power point MPP. 

4. RESULTS ANALYSIS

Despite the same variations in irradiation and ambient 

temperature, the results of the simulation of the power output 

of the photovoltaic generator, Figures 3 and 7, clearly show, 

that the maximum power has been reached by the artificial 

neural networks method, which is 100 kw, which minimizes 

excessive power loss. this was not achieved with the perturb 

and observe method, where it can be seen that the power 

shown in the Figure 3 could not reach the maximum power of 

the installation, and this with the same variations in irradiation 

and temperature applied to the neural networks method. The 

output voltage of the PV array shown on Figure 8 is also kept 

constant by the latter method. We can say that the neural 

networks method is very robust compared to the Perturb and 

observe method, and since the power loss is very minimal for 

the neural networks method, it can be said that the solar 

generator yield is much better than the P&O method. 

Figure 7. Output power of PV panel with ANN method 

Figure 8. Output PV voltage with ANN method 

5. CONCLUSION

In this article, we simulated a PV array of 100 Kw, with 

MPPT control, with conventional P&O MEPIDO, then with a 

neural network. The simulation results obtained are very 

promising and in general, the performance of the MPPT based 

on artificial neural network ANN, in terms of stability, 

accuracy and speed in the continuation of the maximum power 

point MPP are much better than the controller based on 

conventional MPPT method (P&O). In conclusion, the use of 

neural networks for maximum power tracking (MPT) in solar 

panels has shown promising results. Neural networks can 

effectively learn the complex nonlinear relationships between 

the input parameters, such as irradiance and temperature, and 

the output parameter, which is the maximum power point 

voltage and current. The ability of neural networks to handle 

noisy and incomplete data, as well as their adaptability to 
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changing environmental conditions, makes them a suitable 

solution for MPT in solar panels. Several studies have 

demonstrated the effectiveness of neural networks for MPT in 

solar panels, with some achieving higher accuracy and 

efficiency compared to traditional techniques such as 

perturbations and observed and increased conductivity. 

Moreover, the use of deep learning techniques, such as 

convolutional neural networks and recurrent neural networks, 

has shown even more promising results. However, the use of 

neural networks for MPT in solar panels still requires further 

research and development.  

In summary, this section developed an artificial NN model 

for MPPT in the PV system. The proposed NN was trained on 

operational data and found to effectively track the maximum 

power point under varying conditions. Although the model 

shows promise for improving MPPT performance, further 

testing with larger datasets is required to validate its 

effectiveness. 
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NOMENCLATURE 

IPV the PV current 

I0 saturation current of photovoltaic 

generator 

Vt thermal voltage of the PV 

Ns connected cells in series 

Rs equivalent series resistance 

Rp equivalent parallel resistance 

Yi The yield of the idle layer 

ok The yields of the yield layer 

δk The mistake terms of the yield units 

wk weight of the yield layer 

bk bias adjustment of the yield layer 
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