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The paper considers the issues of implementing an adaptive testing system using artificial 

neural network modules, which should resolve the problem of intellectual selection of the 

next questions, thereby generating an individual testing strategy. An attempt is made to 

increase the accuracy of the artificial neural network in determining the level of difficulty 

of the next test question for two types of architectures – Feedforward Neural Network 

(FNN) and Long-Short Term Memory (LSTM) network. Parameters affecting the quality 

of education are analyzed. A modification of the input layer architecture of the FNN that 

allows for a significant increase in the accuracy of the networks is reviewed. To solve the 

problem of selecting the thematic block of the question, a hybrid module structure 

comprising the artificial neural network together with the algorithmic processing of the 

results it delivers is proposed. The feasibility of using an FNN compared to the LSTM 

network architecture is substantiated. The network input parameters are identified, and 

different architectures and network training parameters (weight update algorithms, loss 

functions, number of training epochs, packet size) are compared. The use of the FNN direct 

propagation network as part of a hybrid algorithmic module makes it possible to construct 

a trajectory with an individual testing length, regardless of the number of thematic blocks. 
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1. INTRODUCTION

Computer-based knowledge control systems have long been 

an integral part of educational technology. They are actively 

employed not only as a tool for the final assessment of the level 

of knowledge in a particular area but also as an instrument of 

current control to adjust the educational program, i.e., 

developing individual training profiles [1, 2]. The use of 

testing systems is not limited to the field of education. The 

tests are of increasing interest, for example, to the HR services 

of large companies [3, 4], both for hiring new professionals 

and for testing employees as part of continuing education [5]. 

In this regard, in our opinion, the greatest interest for 

research is computerized adaptive testing (CAT), at the core 

of which lies the use of intellectual methods. Particularly, the 

method includes the intellectual selection of questions based 

on the level of knowledge demonstrated by the test taker to 

generate an individual testing trajectory to reliably determine 

the level of knowledge with an optimal number of questions. 

Notably, the largest share of current theoretical and applied 

research into CAT relates primarily to the use of artificial 

neural networks (ANNs) [6]. For this reason, the topic under 

consideration is of theoretical and practical interest. 

Research on the application of ANNs in testing systems is 

currently not as active as, for instance, in the fields of pattern 

recognition [7, 8] or text analysis [9]. In testing, ANNs are 

most often proposed to be used as the final scoring module; 

the test questions themselves are selected according to a 

predetermined clear algorithm [10-12]. In several papers, there 

were attempts to solve the problem of intelligent question 

selection in the form of determining the level of difficulty of 

the next question based on the accuracy of the previous answer. 

For this purpose, the researchers propose to apply Feedforward 

Neural Networks (FNN) and recurrent Long-Short Term 

Memory (LSTM) networks [13-15]. As interesting ideas 

published in several works, we can note the use of open 

systems methods in the creation of neural networks, in 

particular, the creation of ANNs according to the modular 

principle [16]. 

At the heart of our research is an attempt to apply an 

approach that allows one to create a universal system structure 

with an ANN to determine the topic and difficulty of the next 

question, minding all the previous answers and the difficulty 

of all preceding questions, Also, the system should consider 

the relatedness of topics and response time as a marker of 

guessing or search for the answer. 

At the previous stage of the research reported [17], we 

proposed the difficulty of the next questions to be determined 

using one of the two types of ANN, FNN, or LSTM, which did 

not show an accuracy above 85%. This prompted discussion 

about the further improvement of networks and served as a 

basis for a detailed study of approaches and methods to 

improve the effectiveness of ANNs [18-20]. An integral and 

important part of the testing system is the intelligent selection 

of the topic of questions as a basis for creating individual 

testing trajectories to reliably determine the testee’s level of 
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knowledge in a specific area when constructing an adaptive 

testing system. In this context, the use of ANNs in the module 

will allow considering several important parameters, such as 

the relatedness of topics and the difficulty of questions already 

asked, when selecting the next question. 

Therefore, the purpose of the study is to increase the 

efficiency of ANN and determine the feasibility of using a 

specific architecture for solving problems of this class, as well 

as building a universal module structure, independent of the 

number of thematic blocks of a particular test, containing an 

artificial neural network, and comparing the use of two types 

of architectures (FNN and LSTM) based on the use of modules 

of ANN in the formation of an individual knowledge testing 

trajectory. 

To achieve this goal, it is necessary to solve the following 

tasks: 

1. To conduct a series of ANN training cycles to 

determine the level of complexity of the question being asked 

using generally accepted approaches for tuning learning 

parameters aimed at improving the accuracy of the network 

and identify what factors affect the accuracy concerning this 

area. 

2. To conduct training considering the identified factors 

and training parameters that affect the accuracy of the network. 

3. To analyze the data of the testing process that affect 

the choice of the topic of the question and determine the type 

of ANN and its place in the module for determining the topic 

of the next question, regardless of the number of thematic 

blocks of the test. 

4. To form a training sample with the involvement of 

experts and conduct a series of training cycles for ANNs of 

various architectures to identify the influence of various 

parameters of the learning process on the accuracy of the 

neural network model, as well as to determine the most 

appropriate network configuration.  

 

 

2. METHODS 

 

2.1 Study design 

 

The study analyzed approaches and ways to increase the 

accuracy of neural networks in the learning process in terms 

of the possibility of their application in the system of adaptive 

testing of knowledge in technical disciplines. Such disciplines 

as “Databases”, “Informatics”, and “Computer Graphics”, 

read in different educational institutions for students of 

different courses and specialties, were chosen. Four teachers 

from the Moscow Aviation Institute (National Research 

University) and the Plekhanov Russian University of 

Economics acted as experts involved to form a training sample. 

Earlier, [17] proposed to determine the level of complexity 

of the next test question using an ANN of one of two network 

types based on an analysis of the application areas of various 

ANN types and, in particular, in problems of this type. It was 

decided to dwell in more detail on the study of two network 

types, namely FNN and LSTM; however, they did not show 

an accuracy of more than 85%. 

At the initial stage, in addition to the study [17], to identify 

the reasons for the low efficiency of networks that determine 

the level of complexity of the next question, we carried out an 

additional series of training experiments. Using the results 

obtained in the study [17], the Keras high-level library was 

used; we used Adam as an optimizer in conjunction with the 

MSE loss function (mean square error) as showing the best 

efficiency results in training networks concerning this area. 

During different training cycles for FNN (with 6-m-5 

architecture) and LSTM (4-m-5) networks, the network 

structure and training parameters varied. Among the 

parameters affecting the accuracy were changing the number 

of neurons in the hidden layer, increasing the number of 

hidden layers, increasing the number of training epochs, 

changing the package size, and controlling the learning rate of 

the optimizer. We also analyzed the training sample. 

To increase the sample size and its completeness, for an 

abstract thematic block, we decided to form a base with an 

equal numerical ratio of objects of different classes consisting 

of 8,075 complete testing trajectories (sequences of the 

complexities of six questions) was formed using specially 

developed software and expert (teacher) evaluation, based on 

which new training samples were obtained. We also decided 

to change the architecture of the input layer for the FNN 

network. 

To identify the impact on the accuracy of learning networks 

on a new sample, several training experiments were repeated 

for FNN networks (with 7-m-5 architecture) and LSTM (4-m-

5). 

Next, we researched the process of intellectual selection of 

the thematic block of the next test question given the responses 

obtained in the previous stages and the thematic relatedness of 

these stages. To obtain a universal instrument, various 

technical disciplines with a different number of thematic 

blocks were considered, specifically the disciplines 

“Databases” with 10 blocks, “Informatics” with eight blocks, 

and “Computer graphics” with 12 blocks of topics. 

Proceeding from the previous stages of research, for the task 

of determining the thematic block of the next question, we 

decided to examine an FNN with a constant architecture, i.e., 

one that is independent of the number of thematic blocks in the 

discipline. For the implementation of this universal approach, 

we propose a hybrid module scheme that contains an ANN 

determining the sufficiency of assessment of the block 

together with algorithmic processing of the results delivered 

by the ANN for their further interpretation in the system. 

It is assumed that the system has a database that stores 

answers to questions with a characteristic of belonging to a 

particular thematic block. At each stage of testing (each next 

question), for all available topics, one can get some indicator 

of its evaluation in the range from 0 to 1 in terms of the 

correctness of answers to questions of various levels of 

complexity and their connection with other topics. In addition 

to grading, it is possible to consider other statistical indicators, 

for example, the maximum or minimum level of complexity 

of the questions asked. The cyclic preparation of questions and 

statistical indicators of the subject is assigned to algorithmic 

submodules, including the module for preparing data 

(obtaining average estimates, calculating the matrix of related 

topics, etc.), the module for mixing topics (for obtaining an 

arbitrary sequence of questions), the module for sampling data 

on the next topic, and the module selection of the next question 

for the topic. 

The ANN in the module structure should give an opinion on 

the continuation or completion of the survey on the subject, 

i.e., the task of the network is reduced to a binary classification, 

which is interpreted as a recommendation for continuing the 

survey on a specific test topic. Topics identified by the ANN 

as graded drop out of the topic selection list, and the testing 

cycle ends as soon as there are no ungraded topics left. The 
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structure of the module is such that it assumes the use of ANNs 

only for direct propagation, while the number of input neurons 

depends on the number of parameters that must be considered 

when deciding whether to continue the survey on topics. 

In the structure of the hybrid module, we studied an ANN 

with a 5-m-1 architecture. The paper justifies the choice of the 

indicated ANN architecture and compares the results of the 

ANN operation for various values of the parameter m. In the 

designed ANN, input neurons are supplied with the number of 

questions on the topic, the maximum and minimum difficulty 

of the questions already asked, the normalized value of the 

degree of testedness of the thematic block, and the number of 

questions recommended to establish the true level of 

knowledge on the theme. 

All experiments were carried out using the Keras library. 

 

2.2 Sample description 

 

For the convenience of analysis when training networks to 

determine the complexity of the question and to increase the 

volume of the general sample, a base of 8,075 testing 

trajectories for one abstract thematic block was created. Each 

trajectory presupposes that the testee is asked five questions 

from this thematic block, the first one being of the average 

difficulty group and other questions of lesser or greater 

complexity at the discretion of the expert teacher, depending 

on the answers received to all previous questions and the 

relative response time. Information on each question asked 

that is stored includes its number in the trajectory, difficulty 

level, score for the answer, deviation of response time from 

“normal” the percentage deviation value from -1 to 2), and the 

difficulty of the next question, which is indicated by an expert. 

Uniform completeness of the sample was achieved with the 

help of specially created software, which added to the base of 

samples those questions from the trajectory that had uniform 

scores and percentage deviations of response time. After each 

new question was added, the expert specified the level of 

difficulty for the next question proceeding from the previous 

scores, response times, and question difficulty. 

The database of test trajectories thus created for the training 

of an LSTM network provided a general sample of 24,825 sets 

with a training sample of 80%, i.e., 19,860 training sets. The 

architecture of the trained network for five question 

complexity levels had the 4-m-5 structure, where each turn 

was presented with a question number, an answer score, 

question difficulty, and a time deviation from normal. The 

training sample was 13,780 sets, which constituted 80% of the 

general sample of 17,230 sets. 

In preparing the general training sample, we limited the 

number of questions recommended for a complete assessment 

to the range of three to five, meaning that two to six questions 

could be asked on each topic. This produced a relatively small 

training sample of 1,410 sets and 180 sets in both the 

validation and test samples. 

 

2.3 Research stages 

 

At the first stage, to identify the reasons for the relatively 

low accuracy of networks that solve the problem of 

determining the complexity of a question, experiments were 

carried out with the simplest direct propagation network with 

one hidden layer of neurons and architecture 6-m-5 and, 

following general heuristic recommendations, for m = 15, 18, 

21. SGD, Adam, NAdam, and RMSprop were compared as 

optimizers. The loss function MSE (mean square error) was 

used together with the optimizer. The training was carried out 

on a training sample of 1,500 sets, which was 80% of the 

general sample. Traditionally, training has taken place over a 

large number of epochs (300, 500, 700, and 1,000). Similar 

training experiments on the same general sample were carried 

out when switching to network architectures that included 2 

and 3 hidden layers within 15-21 neurons, as well as for an 

LSTM network with a 4-m-5 architecture. 

Based on the experiments, at the next stage, a study of 

emerging anomalies and possible methods for their 

elimination was carried out, and an analysis of data samples 

was carried out together with the architecture of the input 

layers of networks. Representative training samples were 

prepared. 

At the next stage, we carried out repeated training cycles on 

new training sets and, in particular for the LSTM network; 

training was carried out for m=10, 15, and 21 hidden layer 

neurons for 50, 100, and 200 epochs. The experiments were 

also conducted via the Keras library with Adam used as the 

optimizer together with the MSE loss function as showing the 

best results for the tasks being solved. 

For the modified FFN, training was carried out for the 

number of neurons in the hidden layer m = 15, 21. In addition, 

the size of the training sample allowed us to conduct 

experiments for two- and three-layer models, specifically 7-

15-15-5, 7-21-21-21-5, and 7-21-21-21-5. The training was 

performed using the same instruments and approaches as for 

the LSTM network but over a greater number of epochs (200, 

400, 600). 

Further, the possibilities of using both FNN and LSTM 

networks for solving the problem of choosing a thematic block 

were analyzed. However, due to the features of the problem, it 

was proposed to use the FNN network as part of a universal 

hybrid module. For the general architecture of the ANN type 

5-m-1, experiments were carried out for m = 10, 15, 20 

neurons in the hidden layer. The duration of the experiments 

was 300, 400, and 500 epochs. An experimental attempt was 

made to optimize package size, for which purpose several 

experiments with various package sizes (8, 20, 32, 40) were 

conducted. Similar training experiments on the same general 

sample were conducted with the transition to network 

architectures with two and three hidden layers ranging 

between 10/20 neurons. 

 

 

3. RESULTS 

 

3.1 Increasing the effectiveness of an ANN determining 

question difficulty 

 

Examination of the ANN determining the difficulty of the 

next question demonstrates that networks with varying 

architectures remained at an average accuracy of 83-85%. In 

this part of the study, we applied standard approaches to 

improving the accuracy of training, such as increasing the 

number of hidden layer neurons, the number of hidden layers 

themselves, and eras of training, as well as mixing data and 

changing the speed of training employing Keras. The results 

of the experiments suggest the need to analyze the general 

sample of examples for the completeness and difficulty of the 

model, as well as its expansion. 

Given all previous experiments using the Keras library, 

including in work [17], the Adam optimization function and 
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the MSE loss function were chosen for training as showing the 

best results for the specifics of the tasks being solved. 

As a result, several network architectures were trained for 

50, 100, and 200 epochs on an increased training sample of 

19,860 sets (Table 1). 

Already after 50 epochs, the network demonstrated the 

accuracy of ≅98% (with m=10, 15) and 99% (m=21). Further 

increase in the number of training epochs yielded no 

overtraining effect. Figure 1 shows the learning curves of the 

4-21-5 LSTM network, which demonstrated the best accuracy 

among the trained architectures. 

Table 1. Results of training LSTM networks of different 

architectures 

 
Accuracy 

model 

Accuracy of 

training 

Accuracy on 

the control set 

Accuracy on 

the test set 

4-10-5 97.75 97.9 97.81 

4-15-5 98.86 98.75 98.82 

4-10-10-5 98.91 98.23 98.37 

4-21-5 99.34 99.4 99.36 

 

 

 
 

Figure 1. Learning curve of the 4-21-5 LSTM network 

 

Table 2. Results of training FNNs of different architectures over 600 epochs 

 
Accuracy model Accuracy of training Accuracy on the control set Accuracy on the test set 

7-15-5 94.19 94.44 94.51 

7-21-5 96.54 96.78 96.36 

7-15-15-5 96.34 95.99 96.34 

7-21-21-5 97.42 97.23 97.36 

7-15-15-15-5 98.85 98.79 98.75 

7-21-21-21-5 99.12 99.19 99.07 

 

 
 

Figure 2. Learning curve of the 7-21-21-21-5 FNN 

 

The LSTM network with two hidden layers of 10 neurons 

showed results comparable to those of the network with one 

hidden layer of 15 neurons, although its training took twice the 

time. 

Preparation and analysis of the training sample for a 6-m-5 

FNN proposed in the study [17] reveals the presence of 

repeating and inconsistent data due to the use of the averaged 

response time deviation as an input parameter. For example, 

the combination “guessing”/“finding an answer” (negative and 

positive deviations) is numerically similar to the normal 

rhythm of receiving answers. To resolve the identified 

contradiction, it was decided to conduct preliminary 

processing of data to bring it to an acceptable range, i.e., pre-

normalize the response time deviations to the interval [0; 1,6]. 

However, this solution was only partially effective, as it did 

not account for the sequence of deviations. As a result, the 

architecture of the input layer of neurons had to be slightly 

adjusted by adding to it one more neuron. Thus, in addition to 

the averaged values of the correctness of answers to questions 

and their difficulty, the number of questions already asked, the 

average deviation of response time, the score for the answer to 

the last question, and its difficulty, we also feed the normalized 

deviation of response time to the input of the ANN. 

In this, the accuracy of the 7-m-5 architecture network with 

one hidden layer was 94 and 96% for the number of hidden 

layer neurons m=15 and 21, respectively. Increasing the 
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number of training epochs from 200 to 600 only slightly raised 

the network accuracy by 0.5-1%. Further improvement of the 

accuracy of the ANN was accomplished by adding additional 

hidden layers. Specifically, the volume of the training sample 

allowed us to conduct experiments for two- and three-layer 

models with the same number of neurons in the layer. The 

results of the experiments are shown in Table 2. 

The last 7-21-21-21-21-5 FNN architecture showed the 

highest accuracy of 99% among all considered, and a learning 

time comparable to that of an LSTM architecture. The learning 

curves are depicted in Figure 2. 

Both types of networks delivered similar results in 

determining the difficulty of the next question and also 

required practically the same time to train. At this stage, the 

LSTM architecture has an underlying advantage, as it does not 

require significant preliminary algorithmic preparation of data. 

 

3.2 The structure of the hybrid ANN module for selecting 

the thematic block 

 

When implementing the intelligent selection of the thematic 

block of the next question, first, we analyzed the opportunities 

for the application of two different ANN architectures, 

specifically FNN and recurrent LSTM network, to decide the 

difficulty of the next question. 

Firstly, we attempted to obtain a universal network 

architecture that would not change with the transition from one 

subject (area of knowledge) to another. As a solution, an 

average number of difficulty levels and, accordingly, ANN 

outputs (in our case, ашму) was proposed. In this case, the 

authors of tests (test questions) will have to adjust to this 

gradation of difficulty levels by splitting or combining their 

groups of questions to meet the requirements of the system. 

This approach, however, is not feasible for topic selection, as 

each area of knowledge has its unique composition and 

number of topics, which is not always amenable to regrouping. 

In addition, a fixed number of topics in tests somewhat reduces 

the overall universality of the system and sets high 

requirements and preparation workload for test writers. 

Secondly, to obtain the result with a constant and minimal 

number of input neurons, we considered the opportunity of 

using a recurrent LSTM network, which essentially preserves 

all of its previous states in time. For this reason, the application 

of this type of network to determine the topic of the next 

questions imposes high requirements on the training sample. 

Furthermore, the network essentially has to be able to save the 

number of previous states equal to the maximum number of 

test questions (which is around 50-100 states for each testing 

trajectory). This factor, among other things, greatly increases 

computation time. 

To resolve the outlined issues, it was decided to employ a 

hybrid module combining a neural network that determines the 

degree of testedness of the given topic, and an algorithmic 

superstructure, which receives a recommendation from the 

ANN for each of the test topics. The functioning of the module 

is schematically depicted in Figure 3. 

The idea behind the operation of the proposed module is that 

the ANN recommends whether or not to continue testing on 

the given topic. This recommendation is given for any topic 

based on a constant number of criteria regardless of the 

number of topics. The order in which the topics come to the 

input of the ANN is random, and their progression through the 

network continues until the first correct answer (the topic is 

considered selected). 

Viable criteria, i.e., the input network parameters utilized to 

decide whether to continue or to stop testing on the specific 

topic, include the total “degree of testedness” of the topic 

(taking into account its relation to other topics and answers to 

them), the number of questions already asked, the 

recommended number of questions that should be asked for 

completeness, and the maximum and minimum difficulty of 

the questions asked. 

 

 
 

Figure 3. Functioning diagram of the question topic selection 

module 

 

The proposed approach will enable the construction of 

individual testing trajectories based on not only specific topics 

and question difficulty, but also the number of questions both 

on a particular topic and in the entire test. This solution will 

thus provide an adequate assessment of the level of knowledge 

with a minimal number of questions, which will also be 

individual for each test taker. 

The main input parameter is the “degree of testedness” of 

the topic, which should be some numerical value (preferably 

in the range from 0 to 1), considering the test taker’s answers 

on related topics. To obtain a numerical representation of this 

indicator, it was proposed to use a matrix of topic relatedness, 

the elements of which are coefficients of relatedness in the 

range from 0 to 1 (0 not at all related, 1 completely related), 

and a vector of average scores on the topics. The relatedness 

matrix is symmetric, with ones on the main diagonal that set a 

100% consideration of scores on questions in the current topic. 

Multiplying the connectedness matrix (1) by the vector of 

mean scores gives a vector of values (for each of the topics), 

which is the sum of responses on the connected topics 

contributing to the total score according to the connectedness 

coefficients. 

The values obtained in this way should be normalized to the 

range 0|1 (where 1 is the highest mark for the topic) by 

dividing them by the corresponding sums of all coefficients of 

relatedness for the particular topic. The normalized value is 

considered the value of the degree of testedness of the i-th 

topic Qi (2). 

 

𝑄𝑖 =∑

𝑁

𝑗=1

𝑚𝑖𝑗𝑜𝑖/∑

𝑁

𝑗=1

𝑚𝑖𝑗 = (𝑚𝑖1𝑜1 +⋯+𝑚𝑖𝑗𝑜𝑖 +⋯

+𝑚𝑖𝑁𝑜𝑁)/(𝑚𝑖1 +⋯+𝑚𝑖𝑗 +⋯+𝑚𝑖𝑁) 

 

Thus, based on the described input criteria, the overall 

architecture of the ANN is 5-m-1. 
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[

𝑚11 𝑚12

𝑚21 𝑚22

… 𝑚1𝑁

𝑚2𝑁

⋯
𝑚𝑁1 𝑚𝑁2

⋯
… 𝑚𝑁𝑁

] ∗ [

𝑜1
𝑜2

⋯
𝑜𝑁

] = [

𝑚11𝑜1 +𝑚12𝑜2 +⋯+𝑚1𝑁𝑜𝑁
𝑚21𝑜1 +𝑚22𝑜2 +⋯+𝑚2𝑁𝑜𝑁

⋯
𝑚𝑁1𝑜1 +𝑚𝑁2𝑜2 +⋯+𝑚𝑁𝑁𝑜𝑁

] (1) 

 

 
 

Figure 4. Learning curve of the 5-20-1 FNN 

 

3.3 Training the ANN from the thematic block selection 

module 

 

According to the known heuristic rules [21-23], with the 

available volume of the training sample, it is reasonable to 

train m = 10, 15, 20 neurons in the hidden layer. The training 

was performed for 300, 400, and 500 epochs. Raising the 

number of training epochs from 300 to 500 increased the result 

of the network by an average of 2%. The results of the training 

experiments are summarized in Table 3. 

 

Table 3. Results of training FNNs of different architectures 

 

Accuracy 

model 

Accuracy 

of training 

Accuracy on 

the control 

set 

Accuracy 

on the test 

set 

5-10-1 90.57 90.40 90.56 

5-15-1 93.88 94.00 93.75 

5-20-1 95.67 95.48 95.00 

 

The learning curves of the ANN with 20 neurons in the 

hidden layer tasked with the necessity of further examination 

on the topic are given in Figure 4. 

An experimental attempt was made to optimize package 

size. For all the considered network architectures, several 

experiments with different package sizes (8, 20, 32, 40) were 

conducted. However, none of these options demonstrated a 

higher generalization ability. 

Training experiments performed on the same general 

sample for networks with two and three hidden layers within 

10|20 neurons per layer did not yield a network accuracy 

greater than 93%. 

 

 

4. DISCUSSION  

 

In the course of the research, we have tested the methods of 

improving ANNs as applied to specific tasks associated with 

creating adaptive testing systems. The identified shortcoming 

of the set of input parameters of the FNN network required not 

only modification of its input layer but also changes to the 

overall structure of the entire system proposed in the study [17] 

when using a network of this type. The conducted studies 

suggest that there are two types of ANN well-suited for 

determining question difficulty – FNN and LSTM networks. 

The accuracy of these networks was successfully raised from 

85 to 99%. The results obtained do not allow us to make an 

unambiguous conclusion about which type of ANN is 

preferable to use in problems of this class. Meanwhile, the 

LSTM network has a simpler external architecture and does 

not require additional preliminary data preparation. 

At the same time, the use of LSTM networks to determine 

the thematic block of questions is inadvisable due to their high 

computational resource requirements both for training (the 

training process takes a significant amount of time) and startup. 

In our case, these are supplemented by higher requirements for 

the training sample. This is due to the fact that the depth of 

long-term dependencies is variable for each test. Therefore, to 

obtain universality, it is necessary to train considering the 

longest test. In addition, it remains unclear how, by 

implementing the module only in the form of an ANN, one can 

consider the connectivity of thematic blocks and overcome 

their changing number when moving from test to test. As a 

result, it was decided that the ANN should decide on a simpler 

and less intelligent task, i.e., not determine the thematic block 

itself but only whether or not to continue the survey on a 

specific block. Following the topics is not entirely arbitrary 

with this approach, and the regulation of the testing process 

and the integration of the response received from the ANN are 

assigned to the algorithmic structure. The proposed hybrid 

module is universal for the number of thematic blocks in the 

test. The FNN included in the model, the accuracy of which 

reached 95%, allows one to not only account for the thematic 

relatedness of the topics but also regulate the optimal number 

of questions altogether. 

As a result, we have identified the complete structure of an 

adaptive testing system that utilizes the proposed ANN models 

and thereby enables the generation of individual testing 

trajectories, minding all the answers received from testees and 

the difficulty of questions considering their thematic 

relatedness. In contrast, in previous solutions, only one 

previous step of the test is accounted for, and the accuracy of 

the recurrent network in testing does not surpass 75% [14]. A 

similar approach to the choice of the next question is in the 

study [24], where the ANN network was considered. The 

parameters of the five previous stages were statically 

considered, and the value of RMSE = 1.0634 was given as an 

estimate of the network training efficiency, which exceeds the 

error values obtained in this study. 
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5. CONCLUSION 

 

As a result of the study, we conclude that the task of 

selecting the thematic block is best solved by an FNN. 

Furthermore, its use as part of a hybrid algorithmic module 

allows creating trajectories with individual lengths of testing 

regardless of the number of thematic blocks. 

Overall, implementation of the proposed instruments will 

enable the organization of adaptive testing with an intellectual 

selection of questions depending on the level of the testee’s 

knowledge to generate an individual testing trajectory to 

reliably determine the student’s level of knowledge with the 

optimal number of questions. 

The study presents a successful attempt to improve the 

efficiency of two types of ANNs, FNN, and LSTM, 

determining the difficulty of test questions asked. The 

obtained results do not prove any type of network to be more 

effective in solving this class of tasks. Both types of networks 

show high accuracy and comparable time of training. The 

choice of one specific type of network can be made based on 

a practical experiment on a real system. 

Furthermore, the practical realization of the proposed 

adaptive testing system based on ANN and its approbation 

compared to an oral exam with the teacher may give insight 

into the effectiveness of using ANNs as part of testing systems 

in principle. 
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