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Video surveillance systems and biometrics inclusion play a significant part in various 

applications like a criminal investigation, medical rehabilitation, virtual reality, etc. 

Human Gait is a popular biometric where the individual is differentiated by unique limb 

actions and special ground reaction force. The unique movement of limb actions is called 

gait, and a record of 2-D aggregate floor response force through one walking cycle is 

called Cumulative Foot Pressure Images (CFPI). Both gait and cumulative foot pressure 

images can be acquired simultaneously of the same person during walking under a 

surveillance system for human identification. Accurate gait recognition is highly 

impactful for most applications and a major challenge for researchers due to various 

external factors like different shoes, mood, clothes, injuries etc., affects the individual 

gait. The novel system addresses the accuracy issue and proposes two models using the 

Deep Convolution Neural Network (DCNN) architecture on a large standard database, 

CASIA-D, containing gait pose and CFPI images of the same person. First, the model of 

the DCNN is trained using unique Gait Energy Image (GEI) features which reduce the 

computational time compared to other types of feature sets. The second model is prepared 

using the CFPI features. Experimentation has been carried out to evaluate the performance 

of these models with different optimization methods and activation functions and has 

proven that the DCNN model is far superior in building an accurate gait recognition 

system on large standard datasets. 
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1. INTRODUCTION

Human biometric recognition schemes are used in a variety 

of applications, including banking, airports, the military, and 

public safety. In a variety of industries, including e-commerce, 

internet access, physical access control, PDA, government 

applications like the national ID card, social security, welfare 

disbursement, border control, and military surveillance, 

biometrics has grown and established itself as a trustworthy 

source. The use of biometric systems is expanding in both the 

private and public sectors, which is creating significant 

security holes in the systems that have already been 

established. Currently, using biometric technology for human 

recognition is the most efficient method. Biometrics is utilised 

for recognising and validating individuals based on 

physiological and behavioural characteristics. Biometrics is 

separated into two portions via physiological and behavioural 

features. Physiological traits are related to the organisation of 

the body. These contain limited instances such as fingerprints, 

Iris scans, footprints, etc. Behavioral features are linked to the 

behavioural designs of a person. These include limited models 

such as gait, speech designs, signatures, etc. Here, we utilised 

behavioural features such as gait for human biometric 

recognition. Gait detection is an alternative method for 

authenticating a person based on how they walk. Gait 

detection has numerous benefits compared to other biometric 

procedures. First, it works well when people are at a distance. 

Second, it requires low-resolution images as compared to face 

recognition. Third, it does not require any co-operation from 

the subject compared to other biometric recognition systems. 

Fourth, it works well when other biometric features are hidden, 

like the face and iris. Lastly, it is very difficult to imitate the 

gait of a person.  

Human beings walk through the actions of their lower limbs, 

like striding or sprinting. The order of these actions comprises 

the individual gait. One walking pattern is constructed from 

the posture change and oscillation stages executed by the legs. 

Gait shape is determined by biomechanical and energetic 

features [1]. 

Additionally, every person possesses an exclusive gait 

signature utilised for recognition functions in a gait 

recognition procedure [2]. An exciting feature of gait detection 

is that it can recognise individuals without their awareness or 

consent, conflicting with more biometric approaches like face 

detection. Visual-founded techniques control the area of 

walking-style detection [3, 4]. Investigators can take 

advantage of many effortlessly accessible video databases [5], 

which comprise over 10,000 people [6]. Current developments 

display an identification degree of between 90% and 95% in 

ideal observing circumstances; nonetheless, precision reduces 

in difficult cases (like obstructions, view differences, or look 

variations) [4]. Wearable inertial sensors are projected to 

identify gait [7, 8]. These detectors are used a lot in bioscience 

to study how people walk, and as a result, they help a lot with 

research [9]. Cumulative foot pressure image comprises 

increasing spatial and temporal force info through one gait 

cycle [10, 11], which might aid in managing the problems in 

identifying the diverse shoes-wearing person. For a few safety 

situations like jailhouse safety structure, bathhouse, entry at 

community transport, and entry at Japanese house, camera-
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based detection structure doesn’t function fine. 

The gait recognition system is affected by various 

environmental factors such as walking speed, clothing, mood, 

multiview, and different shoes Due to this, accurate gait 

recognition is a challenge and is important for many 

researchers. To identify people and let them into a restricted 

area, biometric-based techniques have emerged as a promising 

new option [12]. Gait recognition is used in many areas, like 

home security and public places, to figure out what people are 

doing. It is also used in medicine to figure out what kind of 

gait disease someone has, like Parkinson's or neuropathic. In 

recent years, it has also been used in the animation and gaming 

industries to make virtual versions of natural walking styles. 

Advanced machine learning and pattern recognition 

techniques may now be implemented using the latest deep 

learning techniques, such as Deep Convolutional Neural 

Networks (DCNNs). Using CNN, human gait recognition has 

never been studied previously. It has been used successfully to 

handle a variety of difficult recognition issues. We describe a 

recognition strategy for inferring complex non-linear 

capabilities using high-dimensional pictures and a CNN 

architecture. Convolution followed by subsampling is typical 

in convolutional neural networks. The element of the 

convolutional layer uses a specific channel to delineate the 

picture (weights). Many of these layers are abruptly merged 

into a deep convolutional organization. A completely 

connected neural system layer performs the final 

characterization in the last stage. The final stage feeds it. Note 

that CNN can extract visual samples from photos with little 

preprocessing. Deep CNNs for step recognition will be the 

subject of this research, which aims to offer essential 

engineering. We perform several experiments to determine 

how many convolutional, subsampling, and fully related 

layers are best. Observation is also used to establish the 

appropriate number of component maps per layer. Lastly, we 

use DCNN on the CASIA-D database to test the quality and 

feasibility of our proposed work, and we compare the results 

to existing state-of-the-art approaches in step acknowledgment 

analysis [13]. 
 

 

2. LITERATURE REVIEW 
 

Davarzani et al. [14] presented a deep learning-type system 

for detecting a person walking. They started with three models: 

linear regression, artificial neural network (ANN), and LSTM. 

The results of these systems were then pooled for the results. 

Using publicly available datasets, the training was carried out 

with each design. The findings showed that the ANN 

performed well compared to linear regression and LSTM. In 

the experiment, three alternative viewpoints of the CASIA B 

dataset were used. 

Anusha and Jaidhar [15] exhibited a modified Local 

Optimal Oriented Pattern Binary (MLOOPB). MLOOPB 

descriptors were a development of LOOP descriptors. The 

variety of features recovered from MLOOPB, including the 

histogram and horizontal width variables, The retrieved 

features were then decreased using a novel technique before 

categorization. The experiment was carried out on a standard 

dataset, like CASIA-B, and the results prove that the 

experimental approach was more accurate than the other 

techniques. 

Connor [16] presented foot force information gathered from 

92 participants moving on a pressure mat, either unshod or 

shod. The aim was to find the identification and detection 

performance of the recognising system in three cases: barefoot, 

same shoe, and different shoes. Connor then evaluated a 

variety of pressure-derived variables and general walking-

style parameters. The output gives the classification accuracy 

of 86.5 percent, which was achieved for the most difficult case. 

Wan et al. [17] surveyed study functions in gait detection. 

Additionally, detection is founded on video; novel modes like 

detection based on on-ground sensors, radars, and 

accelerometers; novel methods which comprise machine 

learning systems; and inspection tasks and susceptibilities in 

this area. They also discovered a list of upcoming investigation 

instructions. The evaluation discloses present hi-tech and 

obliges both specialists and novices in gait detection. 

Furthermore, this catalogues upcoming compositions and 

openly accessible files in gait detection for investigators. 

Rafi et al. [18] presented a model-founded method for gait 

detection utilising the scientific model of geometry and image 

dispensation methods. In such a method, characteristic 

matrices used for gait detection are built utilising division, 

Hough convert, and corner recognition methods. Certainly, 

this is likely to identify a person by examining the gait 

restrictions extracted by their footsteps in diverse settings. In 

the preprocessing phase, picture frames captured by video 

systems are entered into the Canny Edge recognition algorithm 

to sense image boundaries and decrease clatter from Gaussian 

filtering. Later, the Hough transform is applied to separate 

characteristics of preprocessing outcomes and to acquire gait 

templates. The Gait Stricture Final is utilised for extracting 

gait strictures, and the Harris Corner Recognition method is 

used to detect edges and generate characteristic points. Gait 

parameters are calculated using distinct points and later kept 

in the gait database. Using the gait detection interface, 

arbitrary subjects’ strictures compete alongside model group 

inaccessible databases for detection. The projected technique 

has deemed a database counting ten topics and five constraints 

as a gait recognition scheme. It is important to note that when 

the camera is positioned at 90 and 270 degrees toward the 

individual, each detection constraint is noticeable, quantifiable, 

and requires more than 80% precision in detection outcomes. 

Wang et al. [19] presented an easy but effective gait 

detection algorithm utilising spatial-temporal outline 

examination. For every image order, background subtraction 

algorithm and easy correspondence process are primarily used 

for section and follow moving outlines of striding person. 

Later, eigenspace transformation founded on Principal 

Component Analysis (PCA) is used to time-changing space 

signs resulting by order of outline images for reducing the 

dimensionality of input characteristic space. Experimental 

pattern cataloguing methods are lastly achieved in lower-

dimensional eigenspace for detection. This technique 

indirectly seizes structural and transitional features of gait. 

Widespread practical outcomes on outdoor image orders 

exhibit the projected algorithm’s inspiring detection 

performance with a comparatively short computational price. 

Wolf et al. [20] presented a 3-Dimensional CNN with a 3-

Dimensional spatiotemporal tensor as input, containing the 

grayscale image for the primary network and optical 

movement for 2nd and 3rd networks. The prototype skills plus 

tried utilising the CASIA-B dataset, MoBo database, and UFS 

database. The method was assessed on differences in striding 

rapidity, attrition, and view angle. 

Following the detailed literature review, the following 

research challenges have been identified. 

• To test the performance of the algorithms, the majority of 
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the researchers used publicly available standard datasets 

like USF, CMU, CASIA-A, B, and C. There has been little 

study done on the CASIA-D dataset (gait-footprint dataset). 

• A few external aspects, such as views and carrying bag 

conditions, have been handled; nevertheless, more 

exploration and investigation into the larger dataset is still 

open. 

• As many indicators as possible should be combined or fused 

in meaningful ways to improve gait recognition 

performance. Different gait traits or biomechanics can be 

used as hints. The fusion-based technique can boost 

detection capability. Thus, there is a need for more research. 
 

2.1 Literature review summary  
 

It is evident from the summary that majority of the research 

were conducted on smaller private datasets. Therefore, the 

efficiency of the suggested method is conducted on publicly 

available benchmark dataset CASIA-D. Besides, there are 

several drawbacks of the gait recognition methodologies of the 

aforementioned related works. First, dynamic behavioral 

features were extracted considering a specific set of body 

joints which might not be sufficiently differentiating. Second, 

gait recognition methodologies were limited to conventional 

machine learning models, which depends handcrafted features. 

This is undesirable due to the involvement of heavy 

computation. The extraction of handcrafted features requires 

careful selection and domain-specific knowledge, which 

might be difficult to attain. In this article, all the above 

limitations are addressed to overcome the dependency on a 

specific set feature. 

The gait recognition method is further improved by 

avoiding domain-specific handcrafted feature extraction to 

mitigate the difficult process of feature engineering and 

feature selection using unique DCNN architecture. The use of 

DCNN architecture allows extracting optimized hierarchical 

discriminating features without the necessity of the manually 

extracted features. Thus, the designed architecture can be 

applied not only to gait but also to other biometric datasets. 

This enhances the portability and limits the dependency on a 

specific dataset. It also focuses on analysis of previous 

research on gait recognition. The challenges are identified. 

The deep learning approaches and their use in biometric 

domain are provided. This provides motivation to develop new 

method of the gait recognition using deep learning. To fill the 

research gaps of the prior researches and to enhance the 

accuracy of the gait recognition, deep learning-based 

approaches are proposed in the subsequent sections. 
 

 

3. PROPOSED METHODOLOGY 
 

The proposed research design is provided in Figure 1. It 

consists of two phases: training and testing. Both the phases 

consist of the same number of steps. In the first step, the gait-

footprint images are acquired from the standard repository. 

Based on the training and testing ratio of 80:20, the images are 

separated into labeled(training) and unlabeled images(testing). 

After that, unwanted noise has been removed and images have 

been converted into model-free representations like Gait 

Energy images for feature extraction. In a later step, the model 

is trained using the DCNN architecture (VGG-19). The dataset 

contains 88 class labels as subject_ID. Finally, the images 

have been classified using a class label for the recognition of 

humans in surveillance systems. 

Gait biometrics are extensively researched for verification 

and access control [21]. In the current scenario, deep learning 

has attained huge achievements in the areas of safe computing 

[22, 23], and activity detection [24]. Deep learning-based gait 

identification approaches also increased functional 

connectivity over conventional machine learning-based 

techniques, e.g., SVMs [25]. Since the excellent capability of 

DCNNs in image-feature abstraction, numerous scientists 

have used DCNNs for gait or action detection [26]. 
 

3.1 Dataset 
 

The dataset is obtained from the standard CASIA repository 

[27]. The CASIA-D dataset was composed of twenty female 

participants and sixty-six male individuals. All subjects are 

Asian men and women between the ages of 20 and 60. The 

video frames or gait pose images are captured through the 

camera, and the cumulative foot pressure images are captured 

through the flooring mat sensors, as shown in Figure 2. A copy 

of the dataset is shown in Figure 2, along with its distribution 

over age and body mass index (BMI). The participants are told 

to walk normally (5 times) and quickly (5 times) through the 

pressure sensor. There are 10x88 = 880 cumulative foot 

pressure recordings, each with three cumulative foot pressure 

images, for a total of 2640 images to analyze when examining 

the effect of walking speed. Similarly, for every four-gait pose, 

there are 3520 images; for every record size, it becomes 

6160(3520+2640) images. There are two file formats, one for 

the gait-pose images and another for the CFP images. These 

datasets include both gait and foot pressure trials. The file 

format for each foot pressure image is as follows: (left(0), 

right(1), first footwear (2), second footwear (3))_(data index, 

i).  Gait-pose images have a filename format [subject-Id]. The 

metadata for each trial has the following format: [subject ID, 

mass, age, shoe size, gender]. The images are stored in.png 

format with a resolution of 173x353. 
 

3.2 Pre-processing 
 

After the data has been collected, the images must be 

processed to make the data they show easier to understand 

while keeping important information that can be used in the 

feature extraction and classification steps and making new 

images that can be used as input in those steps. Filtering is a 

fundamental function that can accomplish tasks like noise 

reduction. The Gaussian smoothing filter is regarded as the 

"ideal" blur for many applications. For the noise suppression 

produced by the illumination, we employed the Gaussian Filter. 

The one-dimensional Gaussian distribution is transformed into 

a two-dimensional filter. 
 

𝐺(𝑥) =
1

√2𝜋𝛼
𝑒

−
𝑥2

2𝛼2 (1) 

 

where, 𝜎 is the distribution's standard deviation. 
 

3.3 Background subtraction 
 

Background removal is a typical method for detecting 

moving objects in video surveillance systems. Segmenting 

moving objects leverages the difference between the backdrop 

and input pictures. In the first step, called "backdrop 

initialization," the background image is taken from a certain 

point in the video sequence. In the second step, the background 

is updated due to changes in the real scene and the frame 

difference. 

493



 
 

Figure 1. Proposed system for human identification in video surveillance system 

 

 
 

Figure 2. Sample dataset and chart representing distribution of CASIA-D (Gait-footprint) dataset over age and BMI (Body Mass 

Index) [11] 

 

Background subtraction and frame difference were used in 

this investigation. To tell a moving object from its background, 

take out the background and leave only the moving object or 

foreground. 

As a result, in this study, the moving item or human 

detection might be characterized as follows: 

 

𝐻(𝑥) = ∑ 𝑓(𝑥, 𝑗)

𝑛

𝑖=1

 (2) 

 

𝐻(𝑦) = ∑ 𝑓(𝑖, 𝑦)

𝑚

𝑖=1

 (3) 

 

Thresholding on H(x) and H(y) is used to conduct 

background subtraction or frame difference (y). 

 

3.4 Gait energy image computation 

 

GEI is the average image of all binary silhouette frames 

captured during a gait cycle. The following formula is used to 

construct a GEI G from a series of size normalized and aligned 

2D silhouettes B: 

 

𝐺(𝑥, 𝑦) =
1

𝑁
∑ 𝐵𝑡

𝑁

𝑖=1

(𝑥, 𝑦) (4) 

 

where, x and y are two-dimensional coordinates, N is the total 

number of frames in the sequence, and t is the frame index 

After the GEI Computation, the following Gait Energy Image 

is obtained as shown in Figure 3. 

 

 
 

Figure 3. Different binary silhouettes and corresponding gait 

energy image 
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3.5 Feature extraction 

 

The Multilayer Perceptron Network (DCNN) is designed 

for processing, averaging, and standardising layers with two 

consecutive triples and fully connected layers with two 

subsequent layers fed a GEI image for training the people 

independently. 

 

 
 

Figure 4. Deep convolutional neural network 

 

Following image preprocessing and acquiring the 

appropriate input images, the feature extraction module 

produces a feature map for walking pose photos, as illustrated 

in Figure 4, which will subsequently be used for classification. 

The VGGNet-19 was chosen as the architecture for this task 

as shown in Figure 5, and it was implemented in Python using 

the Keras deep learning library. VGGNet is a multilevel, deep 

convolutional neural network (CNN) structure for the Visual 

Geometry Group. VGGNet-16 or VGGNet-19 has 16 or 19 

convolutional layers, respectively, and the term "depth" refers 

to the number of layers. It is a very deep CNN that has recently 

done well in many tasks involving recognizing and sorting 

images. 

Other networks, such as ResNet and GoogleNet, performed 

better in this classification competition with. On the other hand, 

VGG networks are easier to implement and train since they 

converge faster, and they are generally the best solution for 

feature extraction. 

 

 
 

Figure 5. Architecture of VGG-19 network 

 

3.6 Classification 

 

After extracting the Gait Pose Images features using 

DCNN(VGG-19), the model has been trained on the VGG-19 

classifier, and model performance metrics have been recorded 

for the evaluation, as shown in Figure 6. 

  

 
 

Figure 6. Video-based gait or GPI classification step 

 

The deep learning architectures discussed in the previous 

sections are sometimes utilized for extracting features from the 

input dataset rather than for classification. In this case, the 

feature vectors are then put into groups using more traditional 

machine learning methods. 

After extracting the cumulative foot pressure image features 

using DCNN(VGG-19), the model was trained on a VGG-19 

classifier. Model performance metrics were recorded for the 

evaluation to compare with the DCNN in terms of accuracy, 

as shown in Figure 7. 

 

 
 

Figure 7. CFP images classification step 

 

 

4. RESULT AND DISCUSSION 

 

Experimental results of video-based gait and cumulative 

foot pressure for human identification in the video surveillance 

system are given below: 

 

4.1 Video-based gait recognition system  

 

The following metrics have been calculated to see the 

Model's performances. It is recorded and mentioned in Table 

1 below. 

 

Table 1. Performance metrics of video-based gait model 

 
Subject ID Precision  Recall F1-Score 

1 0.9656 0.9527 0.9602 

2 0.9649 0.9649 0.9584 

3 0.9536 0.9543 0.9622 

4 0.9554 0.9644 0.9556 

5 0.9618 0.9554 0.9450 

6 0.9687 0.9611 0.9555 

7 0.9562 0.9697 0.9552 

8 0.9507 0.9522 0.9753 

9 0.9622 0.9622 0.9526 

10 0.9543 0.9758 0.9564 

Accuracy   96.28 

Macro avg 0.9634 0.9622 0.9625 

 

 
 

Figure 8. Plot representation of model performance 
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The detection performance of each test set is determined, 

and the average detection rate is displayed. This study reports 

the specificity, recall, and F-score assessments by calculating 

the macro-mean for each class. To get the macro-mean, the 

specificity, recall, and F-score metrics for each category are 

calculated, and the associated weighted average is found. 

The equivalent graph representation is shown in Figure 8. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑠

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒
 (5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 =
True Positive

True Positive + False Positive
 (6) 

 

F1 =  2 ∗  
1

1
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

+
1

𝑟𝑒𝑐𝑎𝑙𝑙

 
(7) 

 

4.2 Learning curves of training and validation 

 

The loss in training and validation over epochs shows if the 

model is generalising or memorizing. The model learns a 

generalised pattern if the training and validation losses 

gradually reduce across epochs. The learning curve can thus 

be used to identify model overfitting. Figure 10 illustrates the 

suggested CNN model's average learning and verification loss 

on the CASIA D dataset due to a cross-validation experiment. 

Learning and verification loss diminish as learning and 

verification accuracy eventually improve. Figure 9 depicts the 

training and validation accuracy of the CASIA-D dataset over 

time. 

 

   
a) Accuracy curve                      b) Loss curve 

 

Figure 9. Average learning curve of the proposed work on 

CASIA video-based gait dataset 

 

4.3 Cumulative foot pressure images based gait recognition 

 

The model's performance has been calculated, recorded, and 

mentioned in the Table 2. The detection performance of each 

test set is determined, and the average detection rate is 

displayed. This study reports the specificity, recall, and F-

score assessments by calculating the macro-mean for each 

class. To get the macro-mean, the specificity, recall, and F-

score metrics for each category are calculated, and the 

associated weighted average is found. The equal graph 

representation is shown in Figure 10. 

 

4.4 Learning curves of training and validation 

 

On the CFPI (CASIA-D) dataset, Figure 10 displays the 

proposed model's performance. It can be shown in Figure 11 

that the direction of validation loss over epochs is downward. 

Furthermore, once validation loss reaches a plateau, it does not 

grow, and there is no overfitting. On the CFPI dataset, the 

difference in training and validation accuracy is small. 

 

Table 2. Performance metrics of cumulative foot pressure 

based gait model 

 
S.Id  Precision  Recall F1-Score 

1 0.9157 0.9026 0.9103 

2 0.8748 0.8844 0.8785 

3 0.8837 0.8642 0.8826 

4 0.8655 0.8848 0.8857 

5 0.8819 0.8758 0.8753 

6 0.8888 0.8818 0.8854 

7 0.8763 0.8798 0.8753 

8 0.8604 0.8725 0.8754 

9 0.8828 0.8825 0.8726 

10 0.8747 0.8555 0.8867 

   88.31 

Macro avg 0.8860 0.8845 0.8755 

 

 
 

Figure 10. Plot representation of model performance 

 

  
a) Accuracy curve                          b) Loss curve 

 

Figure 11. Average learning curve of the proposed work on 

CASIA foot pressure image dataset 

 

4.5 Hyper-parameter tuning of CNN 

 

The VGG-19 CNN network was chosen for feature 

extraction and classification (Figure 5). Only the fully 

connected layers were trained during the hyper-parameter 

tuning step. While the weights of the convolutional levels 

remained constant, the effects of relearning extra layers will 

be investigated next. Based on the RAM available on the 

graphic card, the batch size was set to 16. A greater value 

would help the model converge faster because more data 
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would be used to update the network in each training epoch, 

but it might cause problems when allocating too much memory. 

The number of epochs was chosen to be 35 since it was 

discovered that training accuracy quickly converged towards 

100 percent and that further training would result in overfitting. 

Also, an early stopping approach was used, in which the 

training executes for the specified epochs. Still, the registered 

system is the first to get the highest validation accuracy during 

training. 

The whole dataset was used for training and validation, 

using 10-fold cross-validation and the folds separated by 

subjects. The learning rate was changed to flatten out the 

accuracy curve even further. Finally, 0.0002 was chosen as the 

10-fold cross-validation learning rate value. The number of 

epochs was also increased to 50 to ensure that no under-fitting 

occurred because the learning rate was reduced, resulting in a 

slower convergence time as shown in Figure 12. It's worth 

mentioning that the validation accuracy and loss stabilise early 

in training. Also, the training accuracy is close to 100%, which 

shows that the model is overfitted and that this chain of epochs 

is right. 

 

  
 

Figure 12. Learning (blue) and verification (orange) 

correctness (left) and losses (right) 

 

4.6 Performance of activation function and enhancement 

method 

 

In a series of experiments, the suggested model is compared 

to various activation functions and optimization 

methodologies as shown in Table 3. The max-out actuates 

functions are suitable for deep training networks, and a 

powerful system can be created using a max-out network with 

a dropout regularizer. It was chosen for comparison. Using 

different optimization methods, the objective function is 

minimized. 

 

Table 3. On the CASIA dataset, mean detection accuracy of 

the proposed deep system with various activation functions 

and enhancement strategies 

 
Suggested 

features + neural 

network 

Accuracy Specificity Recall F-

score 

Maxout network 95.28 96.32 94.44 94.40 

Suggested DLNN 

+ ReLU + 

RMSProp 

95.32 95.55 95.22 95.40 

Suggested DLNN 

+ tanh + RMSProp 

95.44 95.66 94.17 94.40 

Suggested DLNN 

+ ReLU + Adam 

96.11 95.25 95.22 96.40 

Suggested DLNN 

+ tanh + Adam 

96.28 97.10 96.62 96.55 

 

4.7 Comparison of DCNN accuracy with other deep 

learning models 

 

The proposed DCNN's recognition accuracy is compared 

with different methods as shown in Table 4 to reveal that the 

suggested residual learning-based CNN architecture extracts 

more distinctive features than handcrafted features. The 

network training is more effective than in previous studies. 

The equivalent graph representation is shown in Figure 13. 

 

Table 4. Comparison analysis of different deep learning 

algorithms with proposed work for video-based gait images 

 
Sl. 

No. 

Reference Year Method Accuracy 

1 Proposed Work 2022 DCNN 96.28 

2 Chao et al. [28] 2020 Partial RNN 86.5 

3 Sepas-

Moghaddam 

and Etemad 

[29] 

2020 GaitPart 88.5 

4 Hou et al. [30] 2020 GLN 89.5 

5 Li et al. [31] 2020 HMRGait 89.5 

6 Lin et al. [32] 2020 3D CNNGait 90.4 

7 Yao et al. [33] 2019 PoseGait 74.9 

8 Sokolova and 

Konushin [34] 

2019 DisentangledGait 79.9 

9 Nair and 

Kendricks [35] 

2017 DBNGait 60.7 

10 Wu et al. [36] 2017 CNNGait 73.5 

 

 

 

Figure 13. Accuracy comparison graph 

 

 

5. CONCLUSION AND FUTURE WORK 

 

In this paper, a deep learning strategy for accurate gait 

recognition for the CASIA-D database is presented. This 

larger standard database contains a variety of considerations 

considering the various factors like different shoes, normal 

walking, fast walking etc. On huge datasets, the accuracy 

obtained is the best among the classical classifiers studied in 

this work. The recognition accuracy of the proposed methods 

on huge datasets is higher than in all prior researches. 

Numerous examples of successful integration of the latest 

biometric technologies in practice can be found in the domains 

of information security, surveillance, medicine, finance, 

education, retail, and others. One of the first domains that was 

fundamentally transformed by the introduction of deep 

learning architectures was computer vision. As we have used 

gait energy image feature representation technique to train the 
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DCNN structure it may reduce the performance due to change 

in the viewing angle. In the future, the fusion method can be 

used by combining the above two models to build a robust gait 

recognition system that can help adapt to the real-world 

scenario. 
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NOMENCLATURE 

 

GEI Gait Energy Image 

CFPI Cumulative Foot pressure Images 

DCNN Deep Convolutional Neural Network 

GPI Gait Pose Images 

CASIA Chinese Academy of Sciences' Institute of 
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