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The neurodegenerative disease such as: Parkinson's disease (PD), mild Alzheimer’s affects 

many people and has a serious influence on their life, With the quick advancement of 

computer-aided diagnostic (CAD) methods, early detection is crucial since effective 

treatment halts the spread of the disease. Image fusion is useful for medical diagnostics. In 

this paper we propose a multi-modality medical image fusion algorithm in NSST domain. 

Shearlets (NSST) are decomposed similarly to contourlets (NSCT), except that instead of 

applying the Laplacian pyramid followed by directional filtering, shearlets use a shear 

matrix. In this article the Biorthogonal CDF9/7 filter is applied in the shift-invariant shearlet 

filter banks, then the coefficients of low frequency bands are selected using maximum rule, 

and using the gradient in each subband high frequency image to motivate the modified pulse 

coupled neural networks (Modified PCNN). Finally reverse IHS to get the fused color 

image, all this to optimize the calculation performance and improve the characteristics of 

the fused image for medical diagnosis. Our approach was validated with several brain 

diseases modalities: Alzheimer’s…etc. The findings reveal that the suggested image fusion 

technique has a higher quality than those fused by previous algorithms existing.  
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1. INTRODUCTION

Because of the high demands of multimodality therapeutic 

image fusion, a number of combination strategies have been 

created within the final few a long time. For the most part, 

these methods can be categorized into three classes, such as 

spatial, transform and decision domain [1-3]. 

These days, with tall innovation, restorative picture 

combination contains an expansive number of applications, 

counting conclusion, investigate, and treatment, localisation of 

threatening destinations offer assistance surgical visualization 

by combining two pictures ‘same scene’ large-resolution for 

delicate tissues from different modalities. 

The new multi-resolution technics, like curvelet transform 

[4], the contourlet transform [5], non-subsampled contourlet 

transform [6] and the non-subsampled shearlet transform 

(NSST) [7], has become the focus of research now. This 

transform can accurately portray the smoothness of edges and 

shapes. Its considerable computational complexity, however, 

prevents it from being used for medical image fusion. Bengana 

et al. [8, 9] present two works, the first algorithm based on 

CDF9/7 wavelet Lifting Scheme, and the second hybrid 

algorithm utilizing non-subsampled contourlet for contrast-

enhancement to adjust the necessity of nearby and worldwide 

differentiate upgrades of each input picture appearance.  

The comparison between the non-subsampled contourlet 

transform (NSCT) and the non-subsampled shearlet transform 

(NSST) in fusion domain gives the best and excellent 

directional sensitivity and lower computing complexity. These 

characteristics of NSST make it suited for medical image 

fusion, as it can better characterize picture line peculiarities 

and are a true image sparse representation approach.  

Similarly, pulse coupled neural networks (PCNN) are a 

novel form of neural network that is distinct from regular 

neural networks [10]. 

In the NSCT domain, the modification from this basic 

PCNN, a fuzzy-adaptive reduced PCNN (RPCNN)-based 

fusion strategy is presented in the study of Yang et al. [11].  

As of late, Vanitha et al. proposed an unused approach 

Based on Spatial frequency PA-PCNN, this demonstrate has 

been tentatively confirmed that it features a meeting speed of 

our show existing within the NSST Domain [12]. Conjointly 

Wang et al. proposed the scale invariant feature transformation 

(SIFT) descriptor and the profound convolutional neural 

network (CNN) within the shift-invariant shearlet transform 

(SIST) [13], to bargain the issue, moo capacity of the 

conventional combination rules. 

Many contributions suggested in this article, the first 

contribution in this work is implemented the biorthogonal 

CDF9/7 filter in the shift-invariant shearlet filter banks (SFBs) 

which optimize computing performance in the NSST domain 

and improve the detailed characteristics of the fused image for 

medical diagnosis. 

The second contribution inspired the algorithm proposed by 

Ding et al. [14] when proposed the image gradient motivation 

the PCNN. In this article, we applied this algorithm to 

motivate the modified pulse coupled neural networks 

(Modified PCNN) in NSST domain.  

The third contribution of our proposed approach allows to 

better detect neurodegenerative diseases. 
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In this study, the Biorthogonal CDF9/7 filter of a low-pass 

Laplacian pyramid (LP), in nonsubsampled shearlets 

transform (NSST) and (M-PCNN) methods are used to fuse 

CT, MRI and PET for predicting several neurodegenerative 

diseases. 

This paper is organized as follow: The details of shearlets 

and NSST transform in Section 2 and 3. The Modified PCNN 

with motived image gradient in Section 4. The results with 

discussions in Section 5. And method proposed based on CDF 

9/7 filter in Section 6. At last, the conclusion is appeared in 

Section 7. 

1.1 Literature review 

The image fusion technology has been popular in recent 

years for predicting several neurodegenerative diseases, many 

algorithms and software tools have been created by 

researchers. In the field of health care. Past literary works that 

are directly relevant to the suggested methodology are 

presented in this section. 

Several researchers use the popular dataset i.e., Whole brain 

atlas. from the http://www.med.harvard.edu/AANLIB/. Wang 

et al. [13] propose a new method for multi-focus image fusion 

based on PCNN and random walks. Vanitha et al. [15] had 

focused on primary to the adaptive -parameter PA-PCNN in 

NSST domain (NSST-PAPCNN), the image gradient 

motivation PCNN in NSCT domain (NSCT-G-PCNN) [15], in 

the NSST domain [16], the bounded measured PCNN 

technique BM-PCNN-NSST. Wang et al. [17], Multimodal 

Medical Image Fusion Based on Multichannel Coupled Neural 

P Systems and Max-Cloud Models in Spectral Total Variation 

Domain. 

2. DISCRETE SHEARLETS TRANSFORM BASED ON

CDF 9/7 FILTER

The Shearlet Transform (ST) may be a novel multi-scale 

geometric analysis technique that incorporates the benefits of 

both the contourlet and curvelet transforms. Shearlet has a 

number of advantages over contourlet being replaced by a 

shear matrix in shearlet, which optimizes computing 

performance [18, 19]. 

This makes it idealize for characterizing directional 

frameworks since it permits us to more successfully collect the 

subtle elements of an image from different bearings and get a 

more suitable representation (regularly surveyed by sparsity) 

for the focusing on picture. 

The theory from shearlets is cited in the study of Miao et al. 

[20]. The framework based in same wavelet foremost and is 

comparative to contourlets, whereas the contourlet comprises 

of an application of the Laplacian pyramid taken after by 

directional filtering. For shearlets, this directional filtering is 

supplanted by a shear framework [21], which are given by this 

matrix: 𝐴0 = (4 0
0 2

), 𝑆0 = (1 1
0 1

). 

With 𝐴0 denote the parabolic scaling matrix and 𝑆0 denote

the shear matrix. 

The measure of recurrence back of the shearlets is outlined 

in Figure 1. for a few specific values of A and S. The shearlets 

shape a tight outline at different scales and direction, and are 

ideally meager in speaking to images with edges [21]. The 

frequency support from function ψ j,l,k are easily observed by 

support of Ψ1 
̂ 𝑎𝑛𝑑 Ψ2̂ (Figure 2).

sup Ψ𝑗,𝑘,𝑙̂ ⊂ {(𝜉1, 𝜉2): 𝜉1𝜖[−22𝑗−1, −22𝑗−4]⋃[22𝑗−4, 22𝑗−1], |
𝜉2

𝜉1

+ 𝑙2−𝑗| ≼ 2−𝑗} 

(1) 

When Ψ1̂ 𝑎𝑛𝑑 Ψ2 ̂ ∈ 𝐶∝(𝑅) 𝑖𝑠 𝑎 𝑤𝑎𝑣𝑒𝑙𝑒𝑡 and −2−𝑗 ≤ 𝑙 ≤
2−𝑗 − 1, 𝑗 ≥ 0.

Picture decay based on shearlet change is composed by two 

parts, decay of multi-direction utilizing shear lattice S0 or S1 

and multi-scale break down of each direction utilizing wavelet 

packets. This system with shearlets is appeared in Figure 3. 

Figure 1. The Shearlets' frequency support 

Figure 2. (a) Shearlets in frequency domain; (b) The size of a 

shearlet's frequency support ψj, l, k 

Figure 3. Shearlets decomposition with the CDF 9/7 filter 

The most important contribution in our article is the 

selection of non-subsampled shearlet transform (NSST) for 

color medical images using the optimal shearing filter, with 

CDF9/7. Antonini et al. [22] show the superiority from Theses 

wavelets for the decorrelation of naturel images. The wavelets 

‘Cohen-Daubechies-Feauveau CDF9/7’ have a great number 

of null moments, symmetrical, biorthogonal and the low pass 

filters have nine coefficients in analysis and seven coefficients 

to synthesis (see Table 1 and Figure 4).  
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Table 1. The analysis and the synthesis filter coefficients 

The analysis filter coefficients 

I Low-pass filter High-pass filter 

0 0.602949018236579 +1.115087052457000

+1 +0.266864118442875 +0.591271763114250

+2 -0.078223266528990 -0.057543526228500

+3 -0.0116864118442875

+4 +0.026748757410810 -0.091271763114250

The synthesis filter coefficients 

I Low-pass filter High-pass filter 

0 +1.115087052457000 0.6029490182363579 

+1 +0.591271763114250 -0.266864118442875

+2 -0.057543526228500 -0.078223266528990

+3 +0.091271763114250 +0.011686411844287

+4 +0.026748757410810

(a) (b) 

Figure 4. (a) CDF9/7 biorthogonal wavelet, (b) Scaling 

function from CDF9/7 

3. NON-SUBSAMPLED SHEARLET TRANSFORM

NSST DECOMPOSITION

Figure 5. NSST decomposition of two-level based on CDF 

9/7 

The non-subsampled shearlet transform NSST 

decomposition based on CDF9/7 shown in Figure 5 with two 

level. The nonsubsampled pyramid is utilized to wrap up 

multi-scale factorization, which might result in (k+1) sub-

images with one low-frequency picture and k high-frequency 

pictures of the same estimate as the first picture, where k 

indicates the number of decay levels. The nonsubsampled 

adaptation of ST, known as NSST, has been presented based 

on nonsubsampled pyramid filters (NSPFs) and shift-invariant 

shearlet filter banks (SFBs) [23]. For each decomposition level, 

an SFB is applied to obtain the multidirectional 

representations of the corresponding band. In this 

decomposition multidirectional, we applied the biorthogonal 

filter based on CDF9/7. 

4. MODIFIED PCNN (M-PCNN)

Comparing to conventional image processing means, pulse-

coupled neural systems (PCNNs) are neural models proposed 

by modeling a visual cortex, and creating exceptionally 

quickly for high-performance medical image processing, 

counting strength against noise, autonomy of geometric 

varieties in input designs, capability of bridging minor 

concentrated varieties in input patterns, etc. 

AM-PCNN show has been displayed to rearrange 

operations and make strides computing speed, we have 

streamlined PCNN show through disentangling Eqns. (2) and 

(3), hence we get the taking after equations. 

𝐹𝑖𝑗(𝑛) = 𝑆𝑖𝑗 (2) 

𝐿𝑖𝑗(𝑛) = 𝑉𝐿∑𝑊𝑌(𝑛 − 1) (3) 

𝑈𝑖𝑗(𝑛) = 𝐹𝑖𝑗(𝑛)(1 + 𝛽𝐿𝑖𝑗(𝑛)) (4) 

𝑌𝑖𝑗(𝑛) = {
1, 𝑈𝑖𝑗(𝑛) > 𝜃𝑖𝑗(𝑛) 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(5) 

𝜃𝑖𝑗(𝑛) = 𝑒−𝛼𝜃 𝜃𝑖𝑗(𝑛 − 1) + 𝑉𝜃𝑌𝑖𝑗(𝑛 − 1) (6) 

where, 𝛽 = linking strength; 

Fij (n)= feeding input of neuron at nth iteration; 

Lij (n)= linking input of neuron; 

𝑉𝐿 = linking input amplitude;

Uij(n) = internal activity of neuron; 

Yij(n) = pulse generator output; 

𝜃𝑖𝑗(𝑛) = dynamic threshold;

𝑉𝜃 , 𝛼𝜃  = amplitude and exponential decay coefficient of

dynamic threshold. 

This parameter cited influence from the quality of image 

fusion. Most current investigate employments the strategy of 

backward investigation of these parameter values, which is 

subjective to a few degrees to make strides picture quality. In 

our paper, the average gradient of image is used to motivate 

the MPCNN network (Figure 6).  

Figure 6. The diagram of modified PCNN model [14] 

motived by image average gradient ‘G’ 

The average gradient (AG) can be utilized as an objective 

record to specific the picture sharpness, primarily since it can 

reflect the alter rate of the dim level of the image boundary. 

The larger the AG, we get good image quality [15]. It is 

characterized by Eq. (7): 

𝑔 =

∑ ∑ √((𝐹(𝑖, 𝑗) − 𝐹(𝑖 + 1, 𝑗)²) + ((𝐹(𝑖, 𝑗) − 𝐹(𝑖, 𝑗 + 1)²)/2𝑁−1
𝑗=1

𝑀−1
𝑖=1

(𝑀 − 1)(𝑁 − 1)
(7) 
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where: F(i,j) indicates that the grey value of the image is on 

line i, column j.  

M is the total number of rows in the image, while N is the 

total number of columns. 

5. THE PROPOSED METHOD FUSION BASED NSST-

CDF9/7-GRADIENT

The proposed strategy can be summarized within the taking 

after steps. 

Step 1: pretreatment by NSCT to enhance and increase 

contrast: 

a- Applied NSCT for each input images utilizing five scales

from 4, 8, 8, 16, 16 directions. 

b- The median operator is used for Estimate the noise

standard deviation and average energy distribution of standard 

white noise in each subbands. 

c- Modify the NSCT coefficients for each subbands like

cited in the article reference [24]. 

d- The PET RGB image converted to Hue Saturation Value

(IHS) space [25]. 

Step 2: Use NSST decomposition by CDF9/7: 

a- Applied NSST for (CT or MRI) and (PET or SPECT)

medical image. 

b- After conversion the RGB color image by IHS space, the

high and low frequency subband from I components space are 

obtained by NSST transform based CDF9/7 filter. 

Step 3: The Motived PCNN it’s based by measuring the 

image gradient from two high frequency subband. 

Step 4: The most extreme esteem to induce the fused low 

frequency subband. 

Step 5: The output coefficients from step 3 and 4 are applied 

the inverses NSST transform. 

Step 6: The inverse IHS applied from fused I component 

and original H, S to recuperate the final fused medical image. 

The proposed NSST–M–PCNN method is shown in Figure 

7. which concrete steps can be listed as follows.

Figure 7. Image fusion with proposed algorithm 

6. RESULTS AND ANALYSIS

In this section, we utilizing more than one hundred double 

of multimodal medical images of size (256 * 256), encoded 

with 8 bits per pixel MRI&CT, and SPECT, PET scans are 

available for download from [26]. This database contains 

different neurodegenerative diseases namely: glioma, mild 

Alzheimer’s, and metastatic bronchogenic carcinoma.  

To demonstrate the efficacy of our method, we compared it 

to other newly developed fusion methods [27], including as: 

The pulse coupled convolutional neural network (PCNN), the 

adaptive -parameter PA-PCNN in NSST domain (NSST-

PAPCNN) [14], the image gradient motivation PCNN in 

NSCT domain (NSCT-G-PCNN) [15], and in the NSST 

domain, the bounded measured PCNN technique BM-PCNN-

NSST [17]. The parameters settings in our experience as 

follows: 

The NSST decomposition level N is set at 4 and the number 

of directions to 16,16,8,8. 

We have also set the parameters of modified M-PCNN 

VL=1, Vθ=20, αθ=0.1, and β=0.4, Iterations = 200. 

We choose the N=4 decomposition bands and the number 

of directions to 16,16,8,8 are obtained for each image. To 

illustrate how the shearlet transform coefficients tends to zero 

in continuous sections. After diverse test, we confirmed the 

Best shearlet coefficients with four decomposition To improve 

edge detection.  For a better comparison between our proposed 

method against the four state-of-the-art fusion methods. The 

parameters of modified M-PCNN that we used in our 

experiments are the same as in their papers [14, 15, 17]. 

Matlab was used to test these images on an Intel Core (I3) 

2.13 GHz PC with 2GB of RAM. 2019b. 

Firstly, we present six pairs of source images (Figure 8). 

Subjective visual perception enables us to make direct 

comparisons and make objective picture quality assessments, 

which are also used to assess the success of the proposed 

technique. 

Figure 8. The six source image pairs are as follows: CT & 

MRI, MRI & PET, MRI & SPET 

Figures 9 and 10 clearly demonstrate the benefits of 

complementary flowing CT and MRI images. The proposed 

method's brightness reveals a high tissue density, and the bone 

may be seen through the soft tissues.  

The MRI-PET fusion shown in Figure 11. can offer clear 

soft tissue and metabolism of specific tissues, which is useful 

in medical diagnostics. The NSCT-G-PCNN and NSST-SF-

PAPCNN fusion results in poor energy preservation, but the 

proposed technique performs well in multi-modality energy 

preservation. 

The combination of SPECT and MRI in Figure 12 is 

commonly used to reflect an organism's soft tissues and 

metabolism. The BM-PCNN-NSST and NSST-SF-PAPCNN 

techniques perform poorly in terms of conserving structured 

information in the MRI modality, but the suggested technique 
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achieves the best results in terms of both structured 

information preservation and detailed information extraction. 

As the necessary reference image cannot be obtained, the 

fusion results are evaluated also on the basis of evaluation 

parameters like entropy and sharpness. The experiments were 

carried out on several distinct multisource. 

Figure 9. The results of the fusion of normal brain, (a) 

PCNN, (b) NSCT-G-PCNN, (c) BM-PCNN-NSST, (d) 

NSST-SF-PAPCNN, (e) Proposed 

Figure 10. The results of the fusion of metastatic 

bronchogenic carcinoma, (a) PCNN, (b) NSCT-G-PCNN, (c) 

BM-PCNN-NSST, (d) NSST-SF-PAPCNN, (e) Proposed 

Figure 11. The results of the fusion of Alzheimer’s disease, 

(a) PCNN, (b) NSCT-G-PCNN, (c) BM-PCNN-NSST, (d)

NSST-SF-PAPCNN, (e) Proposed 

Figure 12. The results of the fusion of glioma disease, (a) 

PCNN, (b) NSCT-G-PCNN, (c) BM-PCNN-NSST, (d) 

NSST-SF-PAPCNN, (e) Proposed 

Figure 13. Experiments with image fusion and objective assessments of CT-MRI, MRI-PET, and SPECT-MRI 

Table 2. Average metrics of two sets (CT&MRI, MRI&PET, MRI&SPECT) 

Dataset Methods EN SD SS VIF 

CT-MRI 

PCNN 6.301 90.101 0.561 0.444 

NSCT-G-PCNN [15] 6.610 92.263 0.582 0.453 

BM-PCNN-NSST [17] 6.353 93.852 0.683 0.421 

NSST-SF-PAPCNN [14] 6.082 87.351 0.602 0.432 

Proposed 6.801 98.012 0.711 0.498 

MRI-PET 

PCNN 3.508 62.020 0.601 0.281 

NSCT-G-PCNN [15] 3.981 65.301 0.632 0.250 

BM-PCNN-NSST [17] 3.559 68.257 0.627 0.283 

NSST-SF-PAPCNN [14] 4.587 67.423 0.650 0.274 

Proposed 4.701 68.190 0.720 0.281 

MRI-SPECT 

PCNN 4.051 60.123 0.462 0.451 

NSCT-G-PCNN [15] 4.351 58.260 0.501 0.442 

BM-PCNN-NSST [17] 4.122 60.036 0.448 0.297 

NSST-SF-PAPCNN [14] 4.221 59.034 0.518 0.298 

Proposed 4.220 60.014 0.558 0.481 
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6.1 Evaluation parameters 

In this work, to evaluate the visual information fidelity 

between the source images and fused image, the following 

picture quality measures are used: Entropy (EN), Standard 

Deviation (SD), Structure Similarity (SS), and Visual 

Information Fidelity (VIF). 

The performance of fusion is evaluated using four objective 

measures in this research. Table 2 shows the results of the 

evaluation of fusion techniques on pairs of images. The 

metrics in "bold" imply that the existing fusion techniques 

have higher values. 

We compare the various fusion techniques using four 

measures in order to quantitatively analyze the performance of 

the suggested algorithm. Table 2 lists the pairs sets (CT&MRI, 

MRI&PET, and MRI&SPECT). The results that are in bold 

represent existing fusion techniques with greater values. 

Finally, the superiority of the metrics confirms the robustness 

of the proposition scheme. The (SD) & (VIF) from Table 2 is 

visualized in Figure 13. 

7. CONCLUSIONS

For multi-modality medical picture fusion, the fusion 

approach of NSST transform based on CDF 9/7 filter and 

modified pulse coupled neural network is utilized in this 

research. The using of maximum rule is combined with the low 

frequency subband NSST decomposition. Then, the high 

frequency sub bands are driven by Image gradient as the 

original information to motivate Modified PCNN. After fusing 

the low frequency and high frequency coefficients, the fused 

image is produced using the inverse NSST transform. The 

findings show that this approach can not only preserve the 

features of the two source images and highlight their subtleties, 

but also produce a final fused image with a large amount of 

information, resulting in a pleasing visual impression. We 

want to verify the performance of the algorithm proposed in 

several public datasets, to reach the level of the state of the art. 

One of the limitations of data access. Given the widespread 

use of deep learning technology, finally our future research 

will concentrate on the deep learning approach combining 

NSST based on CDF9/7 filter with modified PCNN in 

multimodal medical imaging fusion. Finally transform to 

conduct image fusion research is a novel way of thinking with 

a lot of promise for application. 
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