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ABSTRACT
Marketing in travel companies will usually offer promos or recommendations regarding various categories of random tourist objects to their customers. The promo or recommendation contains categories of tourist objects that are frequently visited and had good ratings from many customers. However, because companies do not really know and understand the characteristics or interests of each customer, sometimes some promos do not match their interests so that they are not interested in taking the promos that are offered. There are already several papers that discuss tourism recommendations, but they only focus on 1 tourist spot or tourism object category. Based on these problems, this thesis is made to discuss the segmentation of tourist interest in tourism object categories by comparing the PSO K-Means method and the DBSCAN method, which is about recommendations for more specific tour packages according to rating. Characteristics or similar interests between 1 tourist and other tourists will be grouped into 1 cluster. From each cluster that is formed, it can make it easier for companies to know what categories of tourist objects each customer is interested in or like and be able to offer promos or recommendations for tour packages according to tourist interests.

1. INTRODUCTION
According to an article [1], traveling to a place is one of the most popular hobbies for many people. Traveling to a place is eagerly awaited when the holidays arrive because they can spend free time together with family or friends. Traveling to a place can be done overseas or within the country depending on the vacation plans that we have made. According to an article [2], there are 10 benefits that we can get when traveling to a place, namely increasing knowledge about a place, meeting new people, learning a new culture, reducing stress, learning to adapt, becoming a more independent person in all respects, more confident, more patient, practice communication skills and learn a new language. Currently, many means of transportation can be used to travel to a place, making it easier for tourists to travel.

According to an article [3], the marketing agency in a tour company will usually offer promotions or recommendations regarding various categories of tourist objects random to their customers. The promo or recommendation contains categories of tourist objects that are frequently visited and have good ratings from many customers. However, because the company does not really know and understand the characteristics or interests of each customer, sometimes there are some promos that do not match their interests, so that they are not interested in taking the promos offered.

There have been several papers that discuss tourism recommendations, but only focus on 1 tourist spot or tourist attraction category: Restaurants [4, 5], Museums [6-10], Spa Resorts [11-13], Beaches [14], Parks [15], Nature-based Activities [16, 17], Hotels [18, 19], Movies [20, 21].

Based on research that has been done by previous researchers, it is known that recommendations consist of only one destination, usually, tourists visit several places in 1 session of visiting tourist attractions. Therefore, the author plan to segment tourist interest in the tourist attraction category by comparing the K-Means method, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), and applying the Particle Swarm Optimization (PSO) method to optimize the clustering method.

This segmentation will discuss more specific tour package recommendations according to rating. Characters or similar interests between 1 tourist and other tourists will be grouped into 1 cluster. From each cluster that can be formed, it can make it easier for companies to see which categories of tourist objects are of interest or. Each tourist can offer promos or travel package recommendations according to their interests. For example, in cluster 0, 15 tourists like beaches, restaurants, and malls. So, the promo or tour package recommendation given by the company to the 15 tourists is more directed at the 3 tourism object categories above and other tourist objects that don't need to be offered.

The objective to be achieved is to develop a clustering model of tourist interest using the K-Means and DBSCAN methods based on the review of tourist destination rating data, analyze the character similarities of each cluster obtained against the recommended tourist destinations, and determine the optimization method to be applied to the K-Means method in the case of the tourist interest segmentation.

The benefit to be achieved is to see and understand the interest in the tourism object category of each tourist so that it makes it easier for the marketing party in a travel company to
offer a tour or vacation package appropriately, it can increase
the profits of a company because it increases the interest
of tourists in using their services, adds insight regarding
the methods used for clustering, determines the appropriate
optimization method for the K-Means method, and can
analyze the similarities of each formed cluster.

The problem that will be discussed in this paper is the
methods used for clustering are Partitional and Density-Based
methods. The Partitional and Density-Based methods used are
the K-Means and DBSCAN methods, the method used for
optimization is the PSO (Particle Swarm Optimization)
method, this data only contains information about tourism
object categories and is not equipped with the names of tourist
objects in European countries so that the rankings are only
general in nature, for example, the overall restaurant in
European countries is given an average rating of 3.42 by
tourist A, and this data only discusses the European region.

Therefore, the author using the clustering method to
determine the criteria/interests of each tourist to be able to
offer promos or travel package recommendations according to
tourist interests. Characters or similar interests between 1
tourist and other tourists will be grouped into 1 cluster. Each
of the clusters that can be built can make it easier for
companies to see what categories of tourist objects each tourist
is interested in or made. The author read several papers and
found that the clustering methods used for the segmentation
 technique are K-Means and DBSCAN. Therefore, the author
comparing the comparisons of the two methods in the case of
segmentation of tourist interest to the categories of tourist
objects seen by which are the best. From several papers that
the author has read, each optimization technique has different
uses. In the case of segmentation of tourist interest in this
tourist attraction category, the author chooses to use the PSO
technique.

2. RELATED WORKS

There are several papers that discuss segmentation
techniques. The following is a summary of each paper:

Using a design science research approach, this study aims
to design and evaluate a 'big data analytics' method to support
strategic decision-making in tourism destination management.
The grouping technique, named P-DBSCAN, is applied to
geographical data to identify popular areas of interest. This
take into an account the number of photos and the number of
tourists, which ensures that the location identified actually has
a lot of tourists who have been visited for certain interests. The
advantages of P-DBSCAN have been demonstrated in recent
research to identify locations visited by tourists. K-means
clustering is applied to build visual vocabulary words. Visual
words are defined as the center of the group, and the value of
k determines the number of available visual words [22].

A multinational comparative study highlighting students'
travel motivations and touristic trends. Data were analyzed
using two main component analyzes (PCA), a combination of
two grouping methods: Ward Method, and the optimal
solution method, K-Means method. Seven clusters based on
tourist attractions / activities emerged namely explorers, soft
explorers, tourists, novelty seekers, evaders, function seekers,
and tourism lovers. Findings from this study indicate that
perceptions of tourist attractions / activities differ by country
although some similarities do exist [23].

Big data in tourism research: A literature review. Regarding
centroid-based methods, K-Means is a popular algorithm in
tourism research. Such a centroid-based partitioning method
has one obvious disadvantage that requires in-depth search to
find the best cluster centers, which are inefficient in a data-rich
environment; conversely, density-based grouping may be
better suited for large data photos, which requires minimum
domain knowledge and effectively filters outliers even in the
presence of noise points. Therefore, the clustering of density-
based spatial clustering of applications with noise (DBSCAN)
and its variants has been developed and widely applied to the
grouping of tourism photographs. To build cluster hierarchies,
connectivity-based clusters (also known as Hierarchical
Clustering), flexible and fast algorithms based on inequality
matrices apart from metric spaces have also been introduced
to detect tourist attractions and group cities visited by the same
tourists [24].

Market analysis of value-minded tourists: Nature-based
tourism in the Arctic. Cluster analysis was carried out to
classify the participating tourists using hierarchical grouping
with Euclidean distance squared and Ward linkage. This
reveals a three-cluster solution for the best interpretation, and
the K-means cluster algorithm procedure is used to classify
three tourism segments based on perceived value dimensions
[17].

Network approach to tourist segmentation via user
generated content. To reduce dimensions, they join keywords
that tend to appear along with hierarchical cluster analysis.
The average method of grouping hierarchical hierarchies in
groups is done using the agglomerative (bottom-up) and phi
linkage approaches (Pearson analog correlation for binary data)
[25].

Travelers' use of social media: A clustering approach.
Cluster analysis includes two phases. First, three hierarchical
algorithms are applied, namely, complete linkage, average
linkage and Ward's method [26].

Using data mining techniques for profiling profitable hotel
customers: An application of RFM analysis. K-means is one
of the most popular algorithms used in cluster analysis, mostly
in the field of data mining, and statistical data analysis. To
conduct cluster analysis in this study, cluster numbers must be
explored using SOM for later use in the K-means algorithm
[27].

There are several papers that discuss optimization methods.
The following is a summary of each paper:

Optimal cluster analysis using hybrid K-Means and Ant
Lion Optimizer. K-Means is a popular cluster analysis method
that aims to partition a number of data points into a K cluster.
This has been successfully applied to a number of problems.
However, the efficiency of K-Means depends on the
initialization of the cluster center. Different swarm
intelligence techniques are applied to grouping problems to
improve performance. In this work a hybrid clustering
approach based on K-means and Ant Lion Optimization has
been considered for optimal cluster analysis. Ant Lion
Optimization (ALO) is a stochastic global optimization model
[28].

A Modified Bee Colony Optimization (MBCO) and it's
hybridization with k-means for an application to data
clustering. In this paper, the Modified BCO (MBCO) approach
is proposed for data grouping. In the proposed MBCO, the
remission characteristics of bees and provide fair opportunities
for trustworthy and untrustworthy bees are being treated. To
validate the proposed algorithm, seven standard data sets are
considered. From the calculation of the percentage of
misclassification, it is observed that the proposed algorithm performs better than some existing algorithms. The simulation results conclude that the proposed algorithm can be used efficiently for grouping data [29].

Feature Selection using K-Means Genetic Algorithm for Multi-objective Optimization. In the previous paper, multi-objective optimization on learning environments using the k-means genetic algorithm (NLMOGA), was proposed and applied to several sets of real life in data. In NLMOGA, solutions are chosen from global population repositories and then learning environments are created to promote the evolution of each goal for the chosen solution. The effectiveness of this approach is evaluated with various real life in benchmark gene expression data sets [30].

Clustering Using a Combination of Particle Swarm Optimization and K-means. This paper applies a combination of particle crowd optimization and K-means for grouping data. The proposed approach tries to improve the performance of traditional partition grouping techniques such as K-means by avoiding the initial requirements of the number of clusters or centroids for grouping. The proposed approach is evaluated using a variety of primary and real-world datasets. In addition, this paper also presents a comparison of the results produced by the proposed approach and with K-means based on the validity steps of the grouping such as inter and cluster distance, quantization error, silhouette index, and Dunn index. Comparison of results shows that as the size of the dataset increases, the proposed approach results in a significant increase in the K-means partition grouping technique [31].

Hybrid K-Means and Improved Self-Adaptive Particle Swarm Optimization for Data Clustering. The K-Means algorithm is currently one of the most popular grouping techniques, because of its simplicity and scalability. However, K-Means performance is strongly influenced by the choice of the initial cluster center, which can lead to suboptimal solutions. In this paper, a novel hybrid clustering grouping algorithm is proposed, named IDKPSO CK, based on an automatically adjustable increase in Particle Swarm Optimization (PSO) and K-Means, which uses a crossover operator to increase the PSO's ability to escape from the local minimum point from the problem room. To evaluate the performance of the proposed approach, experiments were carried out on sixteen benchmark data sets obtained from the UCI Machine Learning Repository. The experimental evaluation, which was carried out using the Friedman hypothesis test in relation to four clustering metrics, has shown the effectiveness of the proposed model in relation to the comparison algorithm [32].

Hybrid Particle Swarm Optimization and K-Means Analysis for Bridge Clustering Based on National Bridge Inventory Data. In this paper, an optimization approach based on a hybrid of metaheuristic particle crowd optimization and k-means method (KPSO) is presented in grouping the data. The aim is to group bridges with similar structural deficiency attributes by minimizing the number of quadratic errors associated with assigning data points to each cluster and determining the most appropriate number of clusters. The approach presented is compared with the basic version of swarm particle optimization (PSO) and the traditional k-means clustering method. The algorithm was tested using the National Bridge Inventory (NBI) database. The results show that KPSO provides better results in terms of objective functions and shows the opportunity to apply optimization techniques for data analysis in civil infrastructure systems [33].

The following conclusions from the literature study that have been carried out:

The author does not use a collaborative filtering method because this method requires profiles from other tourists, meaning that it recommends an item based on the suitability of one tourist profile with another tourist profile. For example, most tourists who like product A also like product B, so if other tourists like product A, we can recommend product B. While the content-based filtering method requires a profile of an item and a history of its activities on these items such as ratings or like or dislike. Requiring profile means requiring features or characteristics of an item such as theme, genre, author, year published, location, or place name. However, in the case of the segmentation of tourist interest in this tourist attraction category, there is no match for the profile of one tourist with another and there are no features or characteristics as above. Therefore, the author using the clustering method to determine the characteristics/interests of each tourist to be able to offer promos or travel package recommendations according to tourist interests. Characteristics or similar interests between 1 tourist and other tourists will be grouped into 1 cluster. From each of the clusters that are formed, it can make it easier for companies to know what categories of tourist objects each tourist is interested in or likes.

The author reads several papers and finds the clustering methods used for the segmentation technique are K-Means and DBSCAN. Therefore, the author conducted a comparison of the two methods in handling the case of segmentation of tourist interest in the category of tourist objects to find out which method was the best.

From several papers that the author has read, each optimization technique has different uses. In the case of segmentation of tourist interest in this tourist attraction category, the author chooses to use the PSO technique.

3. RESEARCH METHODS

The author needs to use the K-Means method for the case of Tourist Interest Segmentation in the Tourism Object Category because it is the best clustering method according to several papers. After that, the author conducted a comparison to determine which is the best clustering method between DBSCAN and K-Means for this case.

The research stages or steps are taken while compiling this thesis are to identify problems, collect data, process data, study literature, choose the clustering method, perform clustering using the K-Means and DBSCAN methods, analyze the clusters formed, evaluate the performance of the method used, select and apply the optimization method.

3.1 Development of the clustering model

In the process of developing the DBSCAN clustering model, the author took several steps based on Figure 1 and Figure 2.

In the process of developing the K-Means clustering model, the author took several steps based on Figure 3 and Figure 4.

The Euclidean Distance formula used by the DBSCAN and the K-Means clustering method based on Figure 2 and Figure 4 is like Eq. (1):

\[ d(x_i, \mu_j) = \sqrt{\sum (\mu_j - x_i)^2} \]  

(1)
where, $d =$ distance, $x_i =$ the $i$th point of density reachable to 1 centroid point, $i =$ index of point, $\mu_i =$ centroid in $j$th cluster, $j =$ index of cluster.

3.2 K-Means optimization with PSO

The rationale for using PSO to optimize K-means was to make the performance of the DBI Coefficient from this method better than DBCSAN. Because the higher value performance of the DBI and Silhouette Coefficient shows the better result for clustering. The advantage of this PSO technique is can overcome the weaknesses of the traditional clustering methods, namely the selection of the initial cluster centers. In this stage, what author want to optimize with PSO is the initial centroid point in the K-Means method because one of the weaknesses of the K-Means method is the initial centroid point chosen randomly will give poor clustering results. With the optimization technique through PSO, the initial centroid point for the K-Means method is no longer determined randomly.

Figure 1. The DBSCAN clustering method

Figure 2. Flowchart the DBSCAN clustering method
PSO works to find a candidate solution, where the candidate solution is a solution for centroid, therefore the particle parameter in PSO contains centroid. These solution candidates will be the starting centroid points at K-Means. The n-cluster on K-Means is 5, so there will be 5 centroids. The author determines the learning rate $c_1 = 0.5$ and $c_2 = 0.3$, the weight of inertia ($w$) = 0.9, and the maximum iteration = 300. The steps for K-Means optimization with PSO are as follows based on Figure 5:

The formula used to update the speed and position in the PSO K-Means clustering method based on Figure 5 is like Eqns. (2), (3):

$$v_i(t) = wv_i(t - 1) + c_1r_1(x_{pi} - x_i) + c_2r_2(x_{gi} - x_i)$$  \hspace{1cm} (2)$$

$$x_i(t) = x_i(t - 1) + v_i(t)$$  \hspace{1cm} (3)$$
where, \(i\) = particle index, \(t\) = iteration, \(w\) = inertia weight, \(v_i\) = velocity of the \(i\)th particle, \(x_i\) = position of the \(i\)th particle, \(x_{pi}\) = best position of the \(i\)th particle, \(x_{gi}\) = best position of all particles, \(c_1, c_2\) = constant learning rate, the value is between 0-1, \(r_1, r_2\) = random numbers between 0-1.

According to the study [24] How to determine the best parameters in the PSO method is:

1. Number of Particles: For better results, it is recommended that the number of particles used is 10. The ranges are between 20-40.
2. Max velocity (max. Velocity): this parameter is set for the displacement of the particles. If the speed of \(v_i\) is between -10 and 10, the max speed is 20.
3. Learning Rates: Generally, the values of \(c_1\) and \(c_2\) are 2. Different problems, different values. The range is between 0-4.
4. Inertia Weight: The range is between 0.8-1.2

(5) Stop condition: This can happen when the maximum number of iterations of the PSO method and the minimum error requirement has been reached.

The author can determine this hyperparameter from the results of previous experiments if the learning rates are \(c_1\) and \(c_2=1.49\), the weight of inertia (\(w\))=0.72, and the maximum iteration = 300. From the experimental results, it turns out that the hyperparameters that produce the best clustering results are in the following hyperparameters: learning rate \(c_1=0.5\) and \(c_2=0.3\), inertia weight (\(w\))=0.9, and maximum iteration=300.

Therefore, the authors apply these parameters: learning rate \(c_1=0.5\) and \(c_2=0.3\), inertia weight (\(w\))=0.9, and maximum iteration=300. The number of particles to get a better optimization result for the PSO initialization is 10. Each particle contains 5 centroids because there are 5 clusters. This is what is called a candidate solution. There are 10 candidate solutions in the case of segmentation of tourist interest.

![The PSO K-Means clustering method](image)

**Figure 5. The PSO K-Means clustering method**

### 4. RESULTS AND DISCUSSION

In this stage tell about discussing the performance of the K-Means and DBSCAN methods, then compare the 2 methods to find out which method has better performance, and also discussing the performance of the K-Means PSO method. The experimental results show that the performance of the Silhouette Coefficient from the K-Means Clustering method is better than DBSCAN, but the DBI Coefficient performance from the DBSCAN Clustering method is better than K-Means.

Because of that, the author optimizes the K-Means method with the PSO optimization technique and then compares it again with the DBSCAN method to find out which is the best clustering method between these two methods. The result is the PSO K-Means method shows better results toward both the Silhouette Coefficient and the DBI Coefficient than DBSCAN due to the PSO technique can optimize the performance of the K-Means method.

#### 4.1 Performance results of the K-Means method

In the K-Means Clustering method, performance results are:
1. Silhouette Coefficient (0.178).
2. DBI Coefficient (1.909).

#### 4.2 Performance results of the DBSCAN method

In the DBSCAN Clustering method, performance results are:
1. Silhouette Coefficient (-0.054).
2. DBI Coefficient (1.408).
4.3 Results of the clusters formed in the K-Means method and PSO K-Means

The results in K-Means and PSO K-Means Clustering are 5 clusters with the following number of tourists:

Table 1. K-Means and PSO K-Means cluster results

<table>
<thead>
<tr>
<th>Formed Clusters</th>
<th>Number of Tourists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 0</td>
<td>1183</td>
</tr>
<tr>
<td>Cluster 1</td>
<td>892</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>748</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>1690</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>943</td>
</tr>
<tr>
<td>Total = 5 Cluster</td>
<td></td>
</tr>
</tbody>
</table>

From the results of the cluster division, Table 1 shows that there are 1183 tourists included in cluster 0, 892 tourists are included in cluster 1, 748 tourists are included in cluster 2, 1690 tourists are included in cluster 3, 943 tourists are included in cluster 4.

4.4 Results of the cluster formed in the DBSCAN method

The results obtained in DBSCAN Clustering are the formation of 5 clusters with the following number of a tourist.

From the results of the cluster division, Table 2 show that there are 4790 tourists included in cluster -1, 124 tourists are included in cluster 0, 270 tourists are included in cluster 1, 170 tourists are included in cluster 2, 102 tourists are included in cluster 3.

Table 2. DBSCAN cluster results

<table>
<thead>
<tr>
<th>Formed Clusters</th>
<th>Number of Tourists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster -1</td>
<td>4790</td>
</tr>
<tr>
<td>Cluster 0</td>
<td>124</td>
</tr>
<tr>
<td>Cluster 1</td>
<td>270</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>170</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>102</td>
</tr>
<tr>
<td>Total = 5 Cluster</td>
<td></td>
</tr>
</tbody>
</table>

4.5 Comparative analysis of performance 2 clustering methods

The comparison seen in terms of performance for the methods, namely K-Means and DBSCAN, is as follows:

Table 3. Comparison performance of 2 clustering methods

<table>
<thead>
<tr>
<th>Clustering Method</th>
<th>Performance Without Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Silhouette Coefficient</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>-0.054</td>
</tr>
<tr>
<td>K-Means</td>
<td>0.178</td>
</tr>
</tbody>
</table>

Table 3 shows that the K-Means method produces Silhouette Coefficient better than the DBSCAN method. The DBSCAN method produces DBI Coefficient better than the K-Means method. The clustering method was showed better performance if it had the highest value of Silhouette Coefficient and the smallest value of DBI Coefficient. The suitable clustering method for the segmentation of tourist interest is the K-Means method.

4.6 Results of the similarity of character analysis K-means and PSO K-means method

Based on Figure 6 and Figure 7, the analysis results of similar characters in the K-Means and PSO K-Means methods are as follows:

Figure 6. K-Means and PSO K-Means cluster review graph

Figure 7. Continued K-means and PSO K-means cluster review graph

The way to analyze the clusters that were formed based on these 2 graphs above is to find out which one tourist is giving the best rating in the tourist object category. After that, need to know which one suitable cluster for each tourist object category as in Table 4: in Figure 6 and Figure 7, categories of church tourist objects, have 5 colors, namely blue, orange, green, red, and purple. The green color is more dominant than other colors, the green color shows the color for cluster 2, which means that tourists in cluster 2 prefer and give the best rating for churches, therefore churches are more suitable to be included in cluster 2. This example also applies to other the tourist attraction category.
Tourists in cluster 0 have a classic type of personality, that is, they have a regular personality, even for their holidays. They weren't the kind of explorer who went on vacation somewhere without a plan. They like to get to know local beliefs and culture, as well as visit historical places.

According to an article [35], a tourist who likes photography indicates that he has a philosophical side in him because it is not easy to express something, but he always pays attention to aesthetics. They are not messy and have a strategic way of thinking.

According to the article [36], museums in Europe that suit the characteristics of tourists who like to take pictures and have unique experiences are:

1. State Hermitage Museum - Russia
2. Musee d'Orsay - Paris
3. Prado National Museum - Madrid, Spain
4. Vasa Museum - Stockholm, Sweden
5. Louvre Museum - France

According to an article [37], resorts and museums in Europe that suit the characteristics of tourists who like to go to tourist attractions at affordable prices are:

1. British Museum - London
2. Luxembourg City Youth Hostel - Luxembourg City
3. Hotel du Parlement - Brussel
4. Ibis Amsterdam Center Stopera - Amsterdam
5. Christopher's Inn Gare du Nord - Paris

According to an article [38], resorts in Europe that suit the characteristics of tourists who like to have unique experiences such as infinity pools are:

1. Hotel Villa Honegg - Switzerland
2. Lefay Resort - Italy
3. Dionysos Hotel - Turkey
4. Katikies Hotel - Greece
5. Perivolas Luxury Hotel – Greece

Table 4. The results of the analysis of K-Means and PSO K-Means cluster grouping for 24 categories of tourist objects

<table>
<thead>
<tr>
<th>No.</th>
<th>Features</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Churches</td>
<td>2</td>
</tr>
<tr>
<td>2.</td>
<td>Resorts</td>
<td>0</td>
</tr>
<tr>
<td>3.</td>
<td>Beaches</td>
<td>4</td>
</tr>
<tr>
<td>4.</td>
<td>Parks</td>
<td>4</td>
</tr>
<tr>
<td>5.</td>
<td>Theatres</td>
<td>4</td>
</tr>
<tr>
<td>6.</td>
<td>Museums</td>
<td>0</td>
</tr>
<tr>
<td>7.</td>
<td>Malls</td>
<td>3</td>
</tr>
<tr>
<td>8.</td>
<td>Zoo</td>
<td>3</td>
</tr>
<tr>
<td>9.</td>
<td>Restaurants</td>
<td>3</td>
</tr>
<tr>
<td>10.</td>
<td>Pubs / Bars</td>
<td>3</td>
</tr>
<tr>
<td>11.</td>
<td>Local Services</td>
<td>3</td>
</tr>
<tr>
<td>12.</td>
<td>Burger / Pizza shops</td>
<td>1</td>
</tr>
<tr>
<td>13.</td>
<td>Hotel / Other Lodgings</td>
<td>1</td>
</tr>
<tr>
<td>14.</td>
<td>Juice Bars</td>
<td>1</td>
</tr>
<tr>
<td>15.</td>
<td>Art Galleries</td>
<td>1</td>
</tr>
<tr>
<td>16.</td>
<td>Dance Clubs</td>
<td>2</td>
</tr>
<tr>
<td>17.</td>
<td>Swimming Pools</td>
<td>2</td>
</tr>
<tr>
<td>18.</td>
<td>Gyms</td>
<td>2</td>
</tr>
<tr>
<td>19.</td>
<td>Bakeries</td>
<td>2</td>
</tr>
<tr>
<td>20.</td>
<td>Beauty and Spas</td>
<td>2</td>
</tr>
<tr>
<td>21.</td>
<td>Cafes</td>
<td>2</td>
</tr>
<tr>
<td>22.</td>
<td>View-Points</td>
<td>4</td>
</tr>
<tr>
<td>23.</td>
<td>Monuments</td>
<td>4</td>
</tr>
<tr>
<td>24.</td>
<td>Gardens</td>
<td>2</td>
</tr>
</tbody>
</table>

After it is known that all the categories of tourist objects are included in which cluster, the author analyzes the similarities of the characters from the cluster formed. For example, in cluster 0 it is found that tourists in the cluster prefer resorts and museums. According to the author's opinion, tourists in cluster 0 have characters who like to take pictures, like to get unique experiences from the facilities provided by European tourist objects, like to go to tourist objects at affordable prices.

Then, the author checks through the article whether it is true that tourists with characters like the ones above enjoy visiting resorts and museums. This article is external data that support the author's opinion regarding the character of tourists in cluster 0. After the author know the characteristics or interests of each tourist, the author finding out the names of places and cities for each category of tourist objects that are preferred and following the characteristics of tourists from each cluster through articles with the aim that the names of places and cities can be used as recommendations for tourist attractions which will later be offered to tourists. Based on the above analysis, it is found that:

1. Cluster 0 - > blue color is called the MuRe Cluster
   a. Resorts
   b. Museums - Europe's most loved tourist attraction

The analysis obtained from the MuRe cluster is:

a. The characteristics of tourists who like to take pictures or commonly referred to as photography and prefer to go to European tourist objects that have interesting photo spots.

b. Like to get a unique experience from the facilities provided by European tourist attractions. For example, in a resort you can experience swimming in a swimming pool that directly leads to the beach or mountain, usually called an infinity pool. While the museums can add insight and information about the history, art, archaeological discoveries, museums building architecture that is truly luxurious and magnificent.

c. Like to go to European tourist attractions at affordable, comfortable prices, the trip to the station is not too far and has satisfying facilities and services so that it can eliminate fatigue from daily activities.

According to an article [34], tourists in cluster 0 have a classic type of personality, that is, they have a regular personality, even for their holidays. They weren't the kind of explorer who went on vacation somewhere without a plan. They like to get to know local beliefs and culture, as well as visit historical places.

According to an article [35], a tourist who likes photography indicates that he has a philosophical side in him because it is not easy to express something, but he always pays attention to aesthetics. They are not messy and have a strategic way of thinking.

According to the article [36], museums in Europe that suit the characteristics of tourists who like to take pictures and have unique experiences are:

1. State Hermitage Museum - Russia
2. Musee d'Orsay - Paris
3. Prado National Museum - Madrid, Spain
4. Vasa Museum - Stockholm, Sweden
5. Louvre Museum - France

According to an article [37], resorts and museums in Europe that suit the characteristics of tourists who like to go to tourist attractions at affordable prices are:

1. British Museum - London
2. Luxembourg City Youth Hostel - Luxembourg City
3. Hotel du Parlement - Brussel
4. Ibis Amsterdam Center Stopera - Amsterdam
5. Christopher's Inn Gare du Nord - Paris

According to an article [38], resorts in Europe that suit the characteristics of tourists who like to have unique experiences such as infinity pools are:

1. Hotel Villa Honegg - Switzerland
2. Lefay Resort - Italy
3. Dionysos Hotel - Turkey
4. Katikies Hotel - Greece
5. Perivolas Luxury Hotel – Greece

2. Cluster 1 - > orange color is called the AJHPB Cluster.
   a. Juice Bars - Europe's most preferred tourist attraction
   b. Art Galleries
   c. Hotels / Other lodgings
   d. Burger / Pizza Shops

The analysis obtained from the AJHPB cluster is:

a. The characteristics of tourists who like to go to European tourist objects that provide food and drinks that are delicious and healthy for the body, such as juices, smoothies, burgers, pizza, vegetables.

b. Love to go to European tourist attractions that can spend hours with family and friends such as reunions, birthdays, meetings with family and friends with a relaxed atmosphere equipped with facilities such as wi-fi, air conditioning, attractive and modern views, clean environment.

According to an article [34], tourists in cluster 1 have an artistic type of personality and a harmonious type, namely, they really like all things about art and love peace. In their vacation, tourists want to find peace or peace of mind by going to a place that can pamper them, enjoying time alone in peace. The mindset of artistic types is always out of the box and their perspective is different from most people. This artistic type really enjoys an unconventional, unconventional lifestyle to maximize his vacation. They like to have a vacation to a place
that is inhabited by many artists who can also use it to exchange ideas.

According to an article (googlereview), Juice Bars in Europe that match the characteristics of tourists above are
1. Sama Sama Crepe and Juice Bars - Lisbon, Portugal
2. JOIN Juice Bars - Athens, Greece
3. BOB's Juice Bars - Paris, France
4. Big Juice Ltd - Bristol, UK
5. The Cold Pressed Juicery - Amsterdam, London

According to an article [39], the Burger / Pizza Shops in Europe that match the characteristics of tourists above are
1. Burger and Beyond - London, England
2. Gasoline Grill - Copenhagen, Denmark
4. Barrels Burgers & Beer - Stockholm, Sweden
5. Burger Bar - Amsterdam, London

According to an article [38], Hotels / Other lodgings in Europe that match the characteristics of tourists above are
1. Elounda Gulf Villas and Suites - Greece
2. Cavo Tagoo - Greece
3. Hotel Caruso - Italy
4. The Cambrian Adelboden - Switzerland

3. Cluster 2 --> green color is called the 2B2G2CSD Cluster.
   a. Churches
   b. Dance Clubs
   c. Swimming Pools
   d. Gyms
   e. Bakeries
   f. Beauty and Spas
   g. Cafes
   h. Gardens - Europe's most preferred tourist attraction

The analysis obtained from the 2B2G2CSD cluster is
   a. The characteristics of tourists who like to go to European tourist objects that have many useful activities, learn interesting things and can channel their respective hobbies during the trip, such as diligent worship, sports, swimming, culinary bread and sitting relaxed in cafes while doing assignments, clubbing, caring skin and body, hang out with a beautiful view, nice and attractive like seeing beautiful flowers in Europe.
   b. Like hanging out with anyone, especially new people, so that he can make many friends.

According to an article [34], tourists in cluster 2 have a party and socialite type personality, that is, they are very happy to party and socialize. They are more comfortable when they are outside than at home. This type has an extrovert nature, which is happier to meet new people, then hang out, and dance all night long.

According to an article [40], Gardens in Europe that are following the characteristics of tourists whose hobbies are hanging out with beautiful, nice and interesting views such as seeing beautiful flowers is
2. Hampton Court - UK
3. Hallerbos - Belgium
4. Mainau - Germany

According to an article [41], dance clubs in Europe are in line with the characteristics of the traveler whose hobby is clubbing
1. Fabric - London
2. Berghain Panorama Bar - Berlin
3. Air - Amsterdam
4. Concrete - Paris

5. CDLC (Carpe Diem Lounge Club) - Barcelona

According to an article [42], Cafes in Europe which is following the characteristics of tourists whose hobbies are sitting relaxed in cafes while doing assignments is
1. Wanda Cafe Optimista - Madrid, Spain
2. Coffee & - Ukrainian
3. Fudisiac - Bucharest, Romania
4. Family Cafe - Wroclaw, Poland
5. Coffee Cake - Nizhniy Novgorod, Russia

According to an article [43], Beauty and Spas, Swimming Pools in Europe are following the characteristics of tourists whose hobbies are swimming, caring for skin and body.
1. Alpentremer - Central Austria
2. Hotel Heliopic - Chamonix, France
3. Eagles Palace - Halkidiki, Greece
4. The Chedi - Montenegro

According to an article [44], Bakeries in Europe are following the characteristics of tourists whose culinary hobby is bread food.
1. Bakery House - Roma Italia Konditorei
2. Confiserie Sprungli - Zurich Switzerland
3. Kaffee Schneller - Munich Germany
4. Choux A La Creme Popelini - Paris France
5. My Little Patisserie - Amsterdam

According to an article [45], Churches in Europe are following the characteristics of tourists whose hobby is diligent worship
1. St. Basil's Cathedral - Moscow, Russia
2. Sagrada Familia - Barcelona, Spain
3. Kölner Dom - Cologne, Germany
4. Duomo - Milan, Italy

According to an article [46], Gyms in Europe are following the characteristics of tourists whose hobby is sports
1. La Belle Equipe - Paris
2. Das Gym - Vienna
3. Third Space - London

4. Cluster 3 --> red color is called the RPMZL Cluster.
   a. Restaurants - Europe's most preferred tourist attraction
   b. Pubs-bars
   c. Malls
   d. Zoo
   e. Local Services

The analysis obtained from the RPMZL cluster is characteristics of tourists who like to shop and are willing to spend more money at the end of the month for sightseeing, refreshing, night entertainment, culinary food and drinks, and love animals and want to see the most diverse collection of animals in the world.

According to an article [34], tourists in cluster 3 have a luxurious type personality, namely, they already know what kind of trip they like and want to taste the taste of a luxurious vacation.

According to an article [47], tourists who like to go to zoos are people who love animals. They are warm and love to share with others. They also get the same love from those around them.

According to an article [48], restaurants in Europe that suit the characteristics of tourists who like culinary food and drinks are
1. Restaurant Frantzén - Sweden
2. Schloss Schauenstein - Switzerland
3. Asador Itxepbarri - Spain
4. Le Calandre - Italy
5. L'Arpège - France
   According to an article [49], pubs/bars in Europe that are following the characteristics of tourists who like nightlife are
   1. Bodegas Bellver - Palma in Mallorca, Spain
   2. Oldenburger - Madrid, Spain
   3. Brauerei Neder - Forchheim, Germany
   According to an article [50], Malls and Local Services in Europe which are following the characteristics of tourists who like shopping, sightseeing and refreshing are
   1. Galeries Lafayette - Paris, France
   2. Galleria Vittorio Emanuele II - Milan, Italy
   4. Department store Quartier 206 - Berlin, Germany
   According to an article [51], Zoos in Europe that suit the characteristics of tourists who like animals and want to see the most diverse collection of animals in the world are
   1. Basel Zoo - Switzerland
   2. Edinburgh Zoo - Scotland
   3. Vienna Zoo - Austria
   4. Berlin Zoo - Germany
   5. Prague Zoo - Czech Republic
6. Cluster 4 --> purple color is called the TVBcPaMo Cluster.
   a. Beaches
   b. Parks
   c. Theaters
   d. View-Points - Europe's most loved tourist attraction
   e. Monuments
   The analysis obtained from the TVBcPaMo cluster is
   a. The characteristics of tourists who like to go to European tourist objects that have many visitors and have showing of interesting attractions.
   b. Love to go to European tourist attractions with cool and nice views.
   c. Like to go to tourist objects that can keep memories or beautiful memories with family and loved ones.
   d. Likes to do activities that challenge adrenaline such as hiking and paragliding to be able to see a good view of a tourist attraction.

   According to an article [34], tourists in cluster 4 have a personality type full of challenges and lovers of nature, namely motivated by their curiosity about new things and really love all things related to nature. They really like challenges and explore every area even if the terrain is tough. They also have a very sensitive and conscientious nature. They are the type of people who really care about other people and everything around them including the beauty of nature.

   According to an article [52], Beaches in Europe that match the characteristics of the tourists above are
   1. Our Lady Beach - Porquerolles, France
   2. Navagio Beach - Zakynthos, Greece
   3. Zlatni Rat Beach - Brac, Dalmatia, Croatia
   4. Touts des Moro - Mallorca, Spain
   5. Oludeniz Beach - Turkey

   According to an article [53, 54], Parks in Europe that match the characteristics of tourists above are
   1. Disneyland Paris - France
   2. Europa Park - Germany
   3. Efteling - London
   4. Parque de Maria Luisa in Seville - Spain
   5. Lycabettus Hill in Athens - Greece
   According to an article [55], theaters in Europe that match the characteristics of tourists above are
   1. The Volkstheater - Vienna, Austria

2. National Theater - Prague, Czech Republic
3. Juliusz Slowacki Theater - Krakow, Poland
5. Bastille Opera House - Paris, France

   According to an article [56], View-Points in Europe that correspond to the above characteristics are
   1. Beachy Head, East Sussex - England
   2. Pedra Serpal In Galicia - Spain
   3. The Eiffel Tower In Paris - France
   4. View from Mt Snowdon - Wales, England
   5. Pico Ruivo, Madeira Islands - Portugal

   According to an article [57], Monuments in Europe that match the above characteristics are
   1. The Leaning Tower of Pisa - Italy
   2. Big Ben - London, England
   3. The Schönbrunn Palace - Vienna, Austria
   4. Notre-Dame - Paris, France
   5. Neuschwanstein Castle – Germany

4.7 Results of the similarity character analysis in the DBSCAN method

Based on Figure 8 and Figure 9, the analysis of character similarities in the DBSCAN method is as follows:

\[ \text{Figure 8. DBSCAN cluster review graph} \]

\[ \text{Figure 9. DBSCAN cluster review graph continued} \]
The way to analyze the clusters that were formed based on these 2 graphs above is to find out which one tourist is giving the best rating in the tourist object category. After that, need to know which one suitable cluster for each tourist object category as in Table 5: in Figure 8 and Figure 9, a category of church tourist objects, has 5 colors, namely blue, orange, green, red, and purple. The orange color is more dominant than the other colors, the orange color shows the color for cluster 0, meaning that tourists in cluster 0 prefer and give the best rating for churches, therefore churches are more suitable to be included in cluster 0. This example also applies to the tourist attraction category.

After it is known that all the categories of tourist objects are included in which cluster, the author analyzed the similarities of the characters from the cluster that was formed. For example, in cluster -1, it is found that tourists in the cluster prefer malls, hotels / other lodgings, juice bars, and art galleries.

According to the author's opinion, tourists in cluster -1 have characters who like to go to European tourist attractions that provide food and drinks that are delicious and healthy for the body, such as juices, smoothies, vegetables. Love to go to European tourist attractions that can spend hours with family and friends such as reunions, birthdays, meetings with family and friends with a relaxed atmosphere equipped with facilities such as wi-fi, air conditioning, attractive and modern views, clean environment and likes hanging out with everyone, especially new people so that you can make many friends.

Then the author checks through the article whether it is true that tourists with characters like the one above enjoy visiting malls, hotels / other lodgings, juice bars, and art galleries. This article is an external data that support the author's opinion.

The analysis obtained from the AJHM cluster is

1. The characteristics of tourists who like to go to European tourist objects that provide food and drinks that are delicious and healthy for the body, such as juices, smoothies, vegetables.
2. Love to go to European tourist attractions that can spend hours with family and friends such as reunions, birthdays, meetings with family and friends with a relaxed atmosphere equipped with facilities such as wi-fi, air conditioning, attractive and modern views, clean environment.
3. Like hanging out with anyone, especially new people, so that he can make many friends.

2. Cluster 0 --> orange color is called the 2B2G2CSDR-TVBePaMo Cluster.

The analysis obtained from the 2B2G2CSDR-TVBePaMo cluster is

1. Characteristics of tourists who like to go to European tourist attractions that have many useful activities, learn interesting things and can channel their respective hobbies during a trip such as dancing, singing, sports, swimming, culinary bread food, caring for the skin, hang out with nice views and interesting and get to know plants in Europe and how to care for them.
2. Likes to go to European tourist attractions that have many visitors and have interesting attractions.
3. Like to go to European attractions with cool and nice views.
4. Likes to go to tourist objects that can keep memories or beautiful memories with family and loved ones.
5. Likes to take pictures and prefers to go to European tourist objects that have interesting photo spots.
6. Like to get a unique experience from the facilities provided by European tourist attractions. For example, in a resort you can experience swimming in a swimming pool that directly leads to the beach or mountain, usually called an infinity pool.

3. Cluster 1 --> green color is called the RPZM Cluster.

The analysis obtained from the RPZM cluster is

1. The characteristics of tourists who like to shop and are willing to spend more money at the end of the month for sightseeing, refreshing, culinary food and

Table 5. The results of the DBSCAN method cluster grouping analysis for 24 tourism object categories

<table>
<thead>
<tr>
<th>No.</th>
<th>Features</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Churches</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Resorts</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Beaches</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Parks</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Theatres</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Museums</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Malls</td>
<td>-1</td>
</tr>
<tr>
<td>8</td>
<td>Zoo</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Restaurants</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Pubs / Bars</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Local Services</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>Burger / Pizza shops</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>Hotel / Other Lodgings</td>
<td>-1</td>
</tr>
<tr>
<td>14</td>
<td>Juice Bars</td>
<td>-1 &amp; 3</td>
</tr>
<tr>
<td>15</td>
<td>Art Galleries</td>
<td>-1 &amp; 3</td>
</tr>
<tr>
<td>16</td>
<td>Dance Clubs</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>Swimming Pools</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>Gyms</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>Bakeries</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>Beauty and Spas</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>Cafes</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>View-Points</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>Monuments</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>Gardens</td>
<td>0</td>
</tr>
</tbody>
</table>

1. Cluster -1 --> blue color is called the AJHM Cluster.
   a. Malls - Europe's most preferred tourist attraction
   b. Hotels / Other lodgings
   c. Juice Bars
   d. Art Galleries
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drinks, and seeing the most diverse animal collections in the world.

b. Like to take pictures and prefer to go to European tourist objects that have interesting photo spots.

c. Like to get a unique experience from the facilities provided by European tourist attractions. For example, the museums can add insight and information about the history, art, archaeological discoveries, museums building architecture that is truly luxurious and magnificent.

4. Cluster 2 -> red color is called the Ls Cluster.

Local Services - Europe's most preferred tourist attraction

The analysis obtained from the Ls cluster is

The characteristics of tourists who like to go to European tourist objects at affordable, comfortable, travel to the station are not too far away and have satisfying facilities and services so that they can eliminate fatigue from daily activities.

5. Cluster 3 -> purple color is called the AJBP cluster.

a. Burger / Pizza Shops
b. Juice Bars - Europe's most preferred tourist attraction
c. Art Galleries - Europe's most loved tourist attraction

The analysis obtained from the AJBP cluster is

a. The characteristics of tourists who like to go to European tourist objects that provide food and drinks that are delicious and healthy for the body, such as juices, smoothies, vegetables.

b. Love to go to European tourist attractions that can spend hours with family and friends such as reunions, birthdays, meetings with family and friends with a relaxed atmosphere equipped with facilities such as wi-fi, air conditioning, attractive and modern views, clean environment.

c. Like hanging out with anyone, especially new people, so that he can make many friends.

4.8 Results of K-Means optimization performance with PSO

In the K-Means PSO method, the following performance results are obtained:

1. Silhouette Coefficient (0.189).
2. DBI Coefficient (1.892).

4.9 Comparative analysis of performance optimization

The comparison seen in terms of performance for the methods, namely K-Means, DBSCAN, and PSO K-Means is as follows:

Table 6. Comparison of optimization performance

<table>
<thead>
<tr>
<th>Clustering Method</th>
<th>Performance Without Optimization</th>
<th>Performance After Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Silhouette Coefficient</td>
<td>DBI Coefficient</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>-0.054</td>
<td>1.408</td>
</tr>
<tr>
<td>K-Means</td>
<td>0.178</td>
<td>1.909</td>
</tr>
</tbody>
</table>

Table 6 show that the DBI Coefficient value generated by the K-Means method without optimization is not good, so the author optimizing the method using PSO.

Table 6 show that the PSO K-Means method produces better and increased Silhouette Coefficient and DBI Coefficient performance compared to the K-Means method before optimization in the case of tourist interest segmentation, where the Silhouette Coefficient value increases by 0.011 and the DBI value. The coefficient decreased by 0.017.

The author also read articles about the reasons why many tourists make European countries their vacation destinations. This reason will be used as a supporting factor for which clustering method is more suitable, appropriate, and influences the world of tourism in real-time.

According to articles [58-61] the following reasons:

1. Consists of many countries.
2. Offers a variety of experiences and adventures for both sea and mountain lovers.
3. Has nature with beautiful, cool, and friendly climate.
4. Full of historical buildings with beautiful and nice architecture.
5. Has a diverse culture and a UNESCO world in a heritage site?
6. Has a friendly environment for the elderly and disabilities people?
7. Have a portion of food that fits most people's tongues.
8. Have a lively nightlife.
9. Can be guaranteed the safety and cleanliness of the city so that tourists feel comfortable and always want to have a vacation to a European country.
10. Easy access and transportation for tourists.
11. Easy visa application.

Table 7. Categories of the most desirable tourist objects from each cluster

<table>
<thead>
<tr>
<th>K-Means and PSO K-Means</th>
<th>DBSCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 0</td>
<td>Museums</td>
</tr>
<tr>
<td>Cluster 1</td>
<td>Juice Bars</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>Gardens</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>Restaurants</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>View-Points</td>
</tr>
</tbody>
</table>

Based on the 11 reasons above and Table 7 show that the grouping of the characteristics of each tourist against the categories of tourist objects in European countries is more suitable, appropriate, and easier to understand or predict in real-time using the K-Means and PSO K-Means method.

5. CONCLUSION AND SUGGESTIONS

To find out and determine the segmentation of tourist interest, two clustering methods are used, namely the K-Means and DBSCAN methods. The conclusion obtained from this research is that the K-Means method is carried out by first determining the number of clusters. In the case of segmentation of tourist interest, the author determines the K
value is 5 and the DBSCAN method is carried out by determining the minimum number of members in 1 cluster and to be able to create 1 cluster it is necessary to have the minimum distance between neighborhoods or what is the minimum threshold value. For example, we make a threshold of 0.5 means that if $d > 0.5$ is not considered as a Neighborhood, whereas if $d < 0.5$ is considered as 1 Neighborhood, then we recalculate the distance from the center point to the next point. Another example, cluster 0 will be formed when the minimum number of members is met, for example, 15 people.

The minimum number of members in DBSCAN is often referred to as Min-Pts (Minimum Points) and the minimum distance between neighborhoods or minimum thresholds is often referred to as Epsilon. All objects that do not fit into any cluster are considered noise. In the case of segmentation of tourist interest, the author determines the epsilon value is 3.0 and the Min-Pts value is 100. The analysis of the character similarities of each cluster that is formed utilizing similar characteristics or interests between 1 tourist and other tourists will be grouped into 1 cluster, where the clusters are formed will be given an appropriate name and describe the characters in 1 cluster, making it easier for the marketing party in a travel company to know and understand the interests of each tourist object category. This can make tourists more interested in using their services because the vacation or tour package promos offered are according to their interests.

In terms of performance, the K-Means method produces better Silhouette Coefficient performance than the DBSCAN method because the higher the silhouette coefficient value, the better the clustering method is used and the DBI Coefficient performance produced by the DBSCAN method is better than the K-Means method because the smallest value of the results Davies-Bouldin index calculations imply values for better clustering algorithms. In the K-Means Clustering method, obtained a Silhouette Coefficient of (0.193) and a DBI Coefficient of (1.740). In the DBSCAN Clustering method, obtained a Silhouette Coefficient of (-0.054) and a DBI Coefficient of (1.408).

The author does not use a collaborative filtering method because this method requires profiles from other tourists, meaning that it recommends an item based on the match between the profiles of one traveler and the profiles of other tourists. For example, most tourists who like product A also like product B, so if other tourists like product A, we can recommend product B. While the content-based filtering method requires a profile of an item and a history of its activity on these items such as a rating or like or dislike. Requiring a profile means requiring features or characteristics of an item such as theme, genre, author, year published, location, or place name. However, in the case of the segmentation of tourist interest in this tourist attraction category, there is no match for the profile of one tourist with another and there are no features or characteristics as above. Therefore, the author using the clustering method to determine the characteristics/interests of each tourist to be able to offer promos or travel package recommendations according to tourist interests.

Characteristics or similar interests between 1 tourist and other tourists will be grouped into 1 cluster. From each of the clusters that are formed, it can make it easier for companies to know what categories of tourist objects each tourist is interested in or likes. From several papers that the author has read, each optimization technique has different uses. In the case of segmentation of tourist interest towards this tourism object category, it is found that the suitable optimization technique for the K-Means Method is the PSO (Particle Swarm Optimization) technique because what you want to optimize in the K-Means Method is the initial centroid point. Usually, the initial centroid point is determined manually and randomly, with the optimization technique, the author can find out what is the best starting centroid point in this case.

This PSO technique has helped the author to find the best starting centroid point by the system, not manually. The benefits and uses of the PSO method are that the PSO method can overcome the weaknesses of the traditional clustering method, namely the selection of the initial cluster center. The impact of the PSO Method on the K-Means Method is that it can improve the performance of the K-Means method. This is because the DBI Coefficient value of the K-Means method is not good when compared to the DBSCAN method. Based on research results from the PSO K-Means method, it is found that there is a better increase in the value of the Silhouette Coefficient and DBI Coefficient in this method compared to the K-Means method before optimization. The resulting Silhouette Coefficient value is (0.189) and the DBI Coefficient is (1.892). The results of cluster grouping and character similarity analysis in the K-Means method are the same as the results of cluster grouping and character similarity analysis in the PSO K-Means method.

The results of the analysis of cluster characteristics formed from the PSO K-Means Clustering method are more suitable with external data regarding the reasons why many tourists make European countries one of their holiday destinations rather than the DBSCAN method. For the further development of this research, the author suggest that we can further optimize the characteristics of tourists so that they do not only know their rating of the tourist attraction category but also know the genre, age, and hobbies of each tourist. This allows a marketing company to get to know its customers better. Can reach tourist characteristics of tourist attraction categories in other countries, not only in European countries.
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