Automatic ranking of image thresholding techniques using consensus of ground truth
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ABSTRACT. This paper proposes an approach to automatically rank image thresholding methods, where the reference image is unavailable. The ranking is done with respect to reference image, generated by consensus of above methods. It also provides a quantitative performance evaluation of these thresholding methods. Literature suggests a few performance measures among which F-measure (FM), Modified Hausdorff distance (MHD), Edge mismatch error (EMM), Relative area error (RAE) and Object level consistency error (OCE) are popular. However, correlation analysis of these metrics reveal that only FM, MHD and EMM retain non-redundant information. Thus, these three indices are sufficient to measure its performance on different database. The experimental results suggest the technique to be adopted for a particular type of images.

RÉSUMÉ. Cet article propose une approche pour classer automatiquement les méthodes de seuillage d'image, lorsque l'image de référence n'est pas disponible. Le classement est effectué par rapport à l'image de référence, générée par le consensus des méthodes ci-dessus. Il fournit également une évaluation quantitative de la performance de ces méthodes de seuillage. La littérature suggère des mesures de performance parmi lesquelles la Mesure F (FM), la Distance de Hausdorff modifiée (MHD), l'Erreur de disparité de bord (EMM), l'Erreur de zone relative (RAE) et l'Erreur de cohérence au niveau d'objet (OCE) sont populaires. Cependant, une analyse de corrélation de ces indicateurs révèle que seuls FM, MHD et EMM conservent des informations non redondantes. Ainsi, ces trois indicateurs sont suffisants pour mesurer ses performances sur différentes bases de données. Les résultats expérimentaux suggèrent la technique à adopter pour un type d'images particulier.
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1. Introduction

In many image processing and computer vision applications like optical character recognition (OCR), document image analysis, scene matching, quality inspection of materials, etc.; separation of object from image background plays an important role. Other applications include map processing (To find the lines, legends and characters), scene processing, feature extraction and object shape detection Sezgin, Sankur, (2004). This technique called as thresholding is a pre-processing step. The use of the binary image output decreases computational load for the overall application.

In this article, a digital image is represented as \( I(x, y) \), where \((x, y)\) are the spatial coordinates. If the image is thresholded at gray level ‘\( T \)’, then the binary image can be expressed as:

\[
I_T(x, y) = \begin{cases} 
0, & \text{If } I(x, y) \leq T \\
1, & \text{If } I(x, y) > T 
\end{cases}
\]  

(1)

Depending on the context of application the foreground of binary image can be represented by 0 i.e. black, and the background by its highest gray level, i.e. 255 or 1 and vice versa.

According to literature Sezgin and Sankur (2004), all the thresholding techniques can broadly be classified into six different categories (see Table 1). We have considered 21 most popular thresholding methods in this article Albuquerque et al. (2004); Brink and Pendock (1996); Huang and Wang (1995); Jawahar et al. (1997); Kapur et al. (1985); Kittler and Illingworth (1986); Li and Lee (1993); Liu and Li (2010); Otsu (1975); Pal and Pal (1989); Ramesh et al. (1995); Ridler and Calvard (1978); Rosenfeld (1984); Rosenfeld and Torre (1983); Sahoo and Arora (2004); Sahoo and Arora (2006); Sahoo et al. (1997); Shaikh et al. (2013); Tsai (1985); Yen et al. (1995). A brief description of each method is given in Table 1.

In order to evaluate the performance of the thresholding methods, several indices have been reported in literature Nitrogiannis et al. (2008); Smith (2010). Most of them utilize ground truth (reference) image Stathis et al. (2008). Sahoo et al. (1988) proposed a subjective method for reference image creation, which is based on visual inspection. This process suffers from inaccuracy in measurement as it relies on human observer scores. Moreover, this method is not automatic. Shaikh et al. Shaikh et al. (2013) proposed another method based on majority voting scheme for reference image creation. It may also fail depending on the choice of vote.

We propose a novel approach to automatically generate ground truth for image binarization by consensus of different thresholding methods Fernández-García et al. (2008). The generated reference image is compared with all the binarized images using mean quality score of a few performance indices. Among these performance measures F-measure (FM), Modified Hausdorff distance (MHD), Edge mismatch error (EMM), Relative area error (RAE) and Object level consistency error (OCE) are popular. However correlation analysis of these indices suggest that FM, MHD and EMM retain distinct information. The efficacy of the proposed method (generated
reference image) is also examined by randomly selecting the varying number of thresholding techniques. In addition the execution time complexity for real time application is also reported. The experimental results indicate the best method to be selected for particular image type.

<table>
<thead>
<tr>
<th>Category</th>
<th>Thresholding Methods</th>
<th>Description</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram shape based methods</td>
<td>Comex Hull Thresholding Rosenfeld and Torre (1983) Histogram Approximation Ramesh et al. (1995)</td>
<td>Analyzes the concavities of histogram ( h(g) ). Uses a simple function that minimizes sum of square between bi level function and the histogram of image.</td>
<td>May not be applicable for the image with varying illumination.</td>
</tr>
<tr>
<td>Clustering based methods</td>
<td>Fuzzy Clustering Thresholding Jawahar et al. (1997); Fuzzy Logic Based Thresholding Jawahar et al. (1997); Iterative Thresholding Ridler and Calvard (1978); Kittler’s Minimum Thresholding Kittler and Illingworth (1996); Otsu’s Inter-Class Variance Thresholding Otsu (1975)</td>
<td>Assigns fuzzy clustering membership to pixels depending on their difference from the two class mean. This method is same as above, however uses different distance measurement function. Iteratively find the mean for two classes and provides optimal threshold when old and new threshold value have small difference. Minimizes an objective function based on pixel cluster. Minimizes the inter-class variance between object and background.</td>
<td>Kittler and Otsu’s methods of thresholding objective function may not be applicable for unimodal images. These methods assume uniform illumination.</td>
</tr>
<tr>
<td>Attribute Similarity based methods</td>
<td>Moment Preserve Thresholding Tsai (1985) Fuzzy Compact Thresholding Rosenfeld (1984) Fuzziness Minimization Thresholding Huang and Wang (1995)</td>
<td>Selects threshold when the moments of the thresholded image is unchanged. Area and perimeter is considered to find out the compactness of segmentation. The maximum value compactness provides the thresholding point. Optimum threshold found out by minimizing the index of fuzziness.</td>
<td>As non-linear equations are used in moment preserve method, thus it is computationally expensive.</td>
</tr>
<tr>
<td>Entropy based methods</td>
<td>Maximum Entropy Thresholding Kapur et al. (1985); Rényi’s Entropic Thresholding Sahoo et al. (1997); Entropic Correlation based Thresholding Yen et al. (1995); Brink’s Cross-Entropy Thresholding Brink and Pendock (1996); Cross-Entropy based Thresholding Li and Lee (1993); Tsallis Entropy based Thresholding Albuquerque et al. (2004)</td>
<td>Sum of two class entropies at maximum value provides the thresholding. Same as above, however uses Rényi’s entropy. Uses between class entropic correlations. It minimizes the cross entropy between two classes. Minimizes the Kullback-Leibler distance. Finds the gray level that maximizes Tsallis entropy.</td>
<td>Selects: Thresholding based on entropy calculated from a posterior probability. However, for two different images with same histogram provides same threshold value, which may be erroneous.</td>
</tr>
<tr>
<td>2D Histogram based methods</td>
<td>Pal’s Local Entropy Thresholding Pal and Pal (1989); Rényi’s 2D Entropy based Thresholding Sahoo and Arora (2004); Tsallis 2DEntropy based Thresholding Sahoo and Arora (2006); Arimoto Entropy based Thresholding Liu and Li (2010)</td>
<td>Uses co-occurrence matrix to describe image thresholding. (All these techniques maximizes objective function based on respective entropies)</td>
<td>Selects threshold based on 2D image histogram, hence it considers the spatial correlation between the pixels</td>
</tr>
<tr>
<td>Local adaptive method</td>
<td>Iterative Partition Thresholding Shaikh et al. (2013)</td>
<td>It partitions image based on number of sharp peaks available in the histogram and partition para-meter (PP). Threshold point is then found out by applying Otsu’s thresholding method.</td>
<td>Partition of image encounters time complexity.</td>
</tr>
</tbody>
</table>

Table 1. Broad category of thresholding methods
The rest of this paper is organized as follows: the proposed method for creation of ground truth image is explained in Sec.2. Sec.3 represents different quantitative indices required to judge the performance of the methods. The experimental results and database specification are given in Sec.4. Finally, Sec.5 draws the conclusion.

2. Consensus based reference image creation

Due to various uncertain properties of images such as: non-stationary, correlated noise, ambient illumination and inadequate contrast, it is a challenging task to create proper reference image for thresholding methods. However, limited attempts have been made to generate reference image for performance evaluation of these methods. Some of them are confined to document image analysis Nitrogiannis et al. (2008), Smith (2010), where the clean set of documents are contemplated as reference image, where as other methods Rodríguez (2008), Rodriguez (2010) are based on visual inspection by human experts, which is neither accurate nor automatic. Therefore, a new approach for automatic reference image creation is required.

Figure 1. Flowchart of automatic reference image generation technique

Fernández-García et al. (2008) introduced a novel technique to automatically generate consensus ground truth for edge detector. However, it is a difficult task to apply the same approach to create consensus image for thresholding method, as both object and background pixels play an important role in binarization. Initially, the reference image is created by giving priority to object pixels as explained below. If
there are ‘N’ (here N=21) different algorithms for image thresholding \((O_i, i \in \{1, 2, \ldots, N\})\) and ‘K’ of them are confirming a point as an object then the output (consensus) image \((C_j, j \in \{1, 2, \ldots, N\})\) is assigned as object and vice-versa (See, Figure 1). Baddeley’s discrepancy measurement \(D\) Baddeley (1992) is used to compare each consensus image \(C_j\) and \(N\) different output images \(O_i\), to obtain comparison values \(V_{ij} = D(C_j, O_i)\). The optimum vote of consensus level is chosen for ground truth image using two novel approaches namely: Minimean and Minimax.

2.1. Minimin method

The optimum consensus level can be determined by taking the minimum value of the mean of \(j^{th}\) \((j \in \{1, \ldots, N\})\) level consensus and output of each of the methods (see, Figure 1).

\[
G_j = \frac{1}{N}\sum_{i=1}^{N} V_{ij} \tag{2}
\]

\[
J_{\text{optimum}} = \min(G_j) \in G_j \tag{3}
\]

2.2. Minimax method

The minimum value of the maximum of \(j^{th}\) consensus level \((j \in \{1, \ldots, N\})\) and output of each of the methods selects the optimum position for ground truth image (see Figure 1). Which can be expressed as follows:

\[
G_j = \max\{V_{ij} | i \in \{1, \ldots, N\}\} \tag{4}
\]

\[
J_{\text{optimum}} = \max(G_j) \in G_j \tag{5}
\]

The reference image obtained by yielding priority to object pixel suffers from under segmentation (Minimean method) and over segmentation (Minimax method) as shown in Figure 2b and Figure 2c respectively. To counterbalance this error, the optimum consensus level is selected by taking the average of both the levels obtained from these methods (Minimean and Minimax). The proposed method not only improves the quality of ground truth image but also reduces the effect of noise as shown in Figure 3.

![Figure 2](image.png)

*Figure 2.* (a) original image of a mask and its reference image created via, (b) minimean method, (c) minimax method, & (d) average of minimean and minimax method
Figure 3. (a), (b), and (c) are standard original image of head CT, noisy fingerprint, and Noisy (Gaussian noise, Mean=0 Std.=50) septagon, while (d), (e) and (f) are their generated reference image via consensus ground truth method.

3. Performance evaluation metrics

Although thresholding is a simple method of image binarization, it encounters difficulties when object and background distributions are overlapping leading to unimodal histogram. It is also difficult to locate threshold point in an image due to histogram stretching or equalization. Therefore to judge the efficacy of the thresholding methods, five different performance indices have been considered Sezgin and Sankur (2004) namely: F-measure (FM), modified Hausdorff distance (MHD), edge mismatch (EMM) error, relative area error (RAE) and object level consistency error (OCE) Polak et al. (2009). These metrics are normalized in such a way that their scores vary from 0 to 1. Zero indicates correct classification and one implies the maximum error.

3.1. F-measure (FM)

This is a statistical measure to indicate the classification accuracy. It includes both precision and recall in its formulation as given below:
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\[ FM = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

(6)

Where, precision (see Eq.7) is the number of object pixels belonging to reference image and retained by the test image to the total number of relevant object pixels in both reference and test image and irrelevant object pixels in the test image. Recall (see Eq.8) is the ratio of number of relevant object pixels retained by test image to the total number of object pixels belonging to reference image.

\[ \text{Precision} = \frac{tp}{tp + fp} \]  

(7)

\[ \text{Recall} = \frac{tp}{tp + fn} \]  

(8)

The true positive (tp) is the number of pixels in the reference image corresponding to foreground and are detected as foreground. Similarly false positive (fp) is the number of image points which are background but identified as foreground and false negative (fn) is the cardinality of points that are foreground however detected as background in the binary (test) image.

3.2. Modified hausdorff distance (MHD)

The similarity in shape of the binarized region in both the thresholded (test) and reference image can be quantified using Hausdorff distance, which is defined as:

\[ H(F_0, F_T) = \max(d_H(F_0, F_T), d_H(F_T, F_0)) \]  

(9)

where, F_T and F_0 are the foreground region in thresholded and ground truth image.

\[ d_H(F_0, F_T) = \max_{f_0 \in F_0} \min_{f_T \in F_T} \| f_0 - f_T \| \]

and \( \| f_0 - f_T \| \) k represents the Euclidean distance between the two pixels of reference and thresholded objects.

The distance measure defined in Eq.9 suffers from lower discriminatory capability and lower sensitivity Sezgin and Sankur (2004). Hence, modified Hausdorff distance (MHD) is proposed in Sezgin and Sankur (2004) as:

\[ MDH(F_0, F_T) = \frac{1}{F_0} \sum_{f_0 \in F_0} d(f_0, F_T) \]  

(10)

The modified Hausdorff distance is normalized between [0,1].

3.3. Edge mis-match error (EMM)

The Edge mismatch error (EMM) measure can be utilize to find the inaccuracy in fore-ground boundary on the binarized image Sezgin and Sankur (2004). This index
is expressed as:

\[
EMM = 1 - \frac{CE}{CE + \omega \sum_{k \in EO} \delta(k)} + \alpha \sum_{k \in EO} \delta(k) \tag{11}
\]

With

\[
\delta(k) = \begin{cases} |d_k|, & \text{if } |d_k| < \text{maxdist} \\ D_{max}, & \text{Otherwise} \end{cases}
\]

where,

\(CE\)=Number of common edge pixels between reference and thresholded image.

\(EO\)=Number of excess ground-truth edge pixels missing in the thresholded image.

\(ET\)=Set of excess thresholded edge pixels that are not found in reference image.

\(|d_k|\)=Euclidian distance of the \(k^{th}\) excess edge pixel to a complementary edge pixel with in the search area determined by ‘maxdist’.

If \(N\) is image dimension, then \(\text{maxdist}=0.025 \times N\).

\(\omega = \frac{10}{N}\), with \(a=2\).

3.4. Relative area error (RAE)

This index compares the area between the segmented region in both ground-truth image and test image. It can be defined as:

\[
RAE = \begin{cases} \frac{A_O - A_T}{A_O}, & \text{if } A_T < A_O \\ \frac{A_T - A_O}{A_T}, & \text{if } A_T \geq A_O \end{cases} \tag{12}
\]

Where, \(A_O\) is the area of the reference image and \(A_T\) is the area of thresholded image. A score of ‘0’ indicates both images are similar, while ‘1’ represents zero overlapping between the object area.

3.5. Object consistency error (OCE)

Object-level consistency error considers the size, shape and the position of each object for the performance evaluation of segmented images Polak et al. (2009). It quantifies the similarity (or discrepancy) between test and ground-truth image at the object level. OCE has better discriminatory characteristics as it penalizes both the over and under segmentation.

Assume, \(I_O = \{A_1, A_2\}\) is a ground truth with \(A_1\) and \(A_2\) as the object and background segmentation of ‘\(I_O\)’. Similarly test image \(I_T = \{B_1, B_2\}\) contains \(B_1\)
and $B_2$ as object and background respectively. Then a partial error measure can be defined as:

$$E_{0,T}(I_o, I_T) = \sum_{j=1}^{2} \left[ 1 - \sum_{i=1}^{2} \frac{|A_j \cap B_i|}{|A_j \cap B_j|} \times W_{i,j} \right] W_j$$

$$W_{i,j} = \frac{1-\delta(|A_j \cap B_i|)/|B_i|}{\sum_{k=1}^{2}(1-\delta(|A_j \cap B_k|)/|B_k|)}$$

$$W_j = \frac{|A_j|}{\sum_{i=1}^{2}|A_i|}$$

(13)

Where, $|\cdot|$ is the cardinality of the set, with $\delta(x) = \begin{cases} 1, & \text{if } x = 0 \\ 0, & \text{otherwise} \end{cases}$

This partial error can be used to define OCE as:

$$OCE(I_o, I_T) = \min(E_{0,T}, E_{T,0})$$

(14)

Sezgin et al. Sezgin and Sankur (2004) suggests that some of these parameters are not independent, i.e. there is a certain amount of correlation between these measures. However the fact is not reported quantitatively. In this article Pearson correlation coefficient (PCC) Lee Rodgers and Nicewander (1988) is used to measure the amount of closeness between these indices. Table 2 represent the average value of PCC among these indices. It is clearly evident from the table that FM, MHD and EMM preserves distinct and non-redundant information. So, performance evaluation can be effectively done considering these three parameters only.

**Table 2. Mean pearson correlation coefficient between different performance measures for DTU IMM face database Nordstom et al. (2004)**

<table>
<thead>
<tr>
<th>Different Parameters</th>
<th>FM</th>
<th>MHD</th>
<th>EMM</th>
<th>RAE</th>
<th>OCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM</td>
<td>1.00</td>
<td>0.4831</td>
<td>0.9937</td>
<td>0.8266</td>
<td></td>
</tr>
<tr>
<td>MHD</td>
<td>0.7855</td>
<td>1.00</td>
<td>0.5574</td>
<td>0.8063</td>
<td>0.8497</td>
</tr>
<tr>
<td>EMM</td>
<td>0.4831</td>
<td>0.5574</td>
<td>1.00</td>
<td>0.522</td>
<td>0.6035</td>
</tr>
<tr>
<td>RAE</td>
<td>0.9937</td>
<td>0.8063</td>
<td>0.522</td>
<td>1.00</td>
<td>0.8487</td>
</tr>
<tr>
<td>OCE</td>
<td>0.8266</td>
<td>0.8497</td>
<td>0.6035</td>
<td>0.8487</td>
<td>1.00</td>
</tr>
</tbody>
</table>
3.6. Overall performance index (OPI)

The performance indices FM, MHD and EMM provide different types of error for evaluation of thresholding methods and also normalized between 0 and 1. So an average of these metrics as shown in Eq. 15, can be used as overall performance index.

\[
OPI = \frac{FM + MHD + EMM}{3}
\]

(15)

4. Experimental results and discussion

The overall performance index (OPI) is used to evaluate the performance of different thresholding methods on six different databases containing more than 1800 images. These database include a wide variety of building Shao et al. (2003), texture Laws (1980), face Nordstrom et al. (2004), iris CASIA (2004) and leaf images with varying illumination and background Weber (1999). A brief description of these databases are given in Table 3.

The value of OPI for different database is given in Table 4. From these results the following points can be observed:

All the image thresholding methods perform distinctively for different databases. Therefore no single algorithm can successfully segment the object from background for all types of images.

The quality score for CalTech leave database Weber (1999) are close to 0 for most of the binary segmentation algorithms, which reveals the potentiality of these algorithms to segment single object images.

The efficiency of fuzzy logic Jawahar et al. (1997) and entropy based Sahoo et al. (1997), Sahoo and Arora (2006) thresholding methods are higher compared to other algorithms.

<table>
<thead>
<tr>
<th>Table 3. Database specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
</tr>
<tr>
<td>Caltech Databases Weber (1999)</td>
</tr>
<tr>
<td>Caltech Databases Weber (1999)</td>
</tr>
<tr>
<td>CASIA Iris Database CASIA (2004)</td>
</tr>
<tr>
<td>DTU IMM Database Nordstrom et al. (2004)</td>
</tr>
<tr>
<td>USC Sipi Database Laws (1980)</td>
</tr>
<tr>
<td>Zurich Database Shao et al. (2003)</td>
</tr>
</tbody>
</table>
This article also considers two important criteria to analyze the performance of consensus ground truth method such as:

1. **Accuracy:** The reference image created using consensus of different thresholding methods must provide same ranking Fernández-García et al. (2008). Therefore to verify the robustness of this algorithm with varying number of thresholding methods, we carried out the following experiments:

   a. Figure 4a represents the mean and variance plot of correlation coefficient between the ranks of thresholding methods obtained with original reference image (considering 21 binarization techniques) and the reference image generated by random selection of thresholding methods. Which illustrates the efficacy of consensus ground truth method with varying number of binarization techniques.

   b. Similarly, the correlation coefficient between the ranks of different thresholding methods is calculated by discarding those methods which are not included in the training phase (see Figure 4b). As expected it preserves the robustness of consensus ground truth method up to certain level.

   **Table 4. Mean quality score of different thresholding methods for six different databases**

<table>
<thead>
<tr>
<th>Databases</th>
<th>Convex Hull</th>
<th>Histogram Approximation</th>
<th>Fuzzy Clustering</th>
<th>Fuzzy Logic</th>
<th>Iterative Threshold</th>
<th>Kittler’s Minimum</th>
<th>Otsu’s Inter class</th>
<th>Moment Preserve</th>
<th>Fuzzy compact</th>
<th>Fuzziness Minimization</th>
<th>Maximum Entropy</th>
<th>Renyi’s Entropic</th>
<th>Entropic Correlation</th>
<th>Brinks’ Cross-entropic</th>
<th>Cross Entropic</th>
<th>Tsalli’s Entropic</th>
<th>Pal’s Local Entropic</th>
<th>Renyi’s 2D Entropic</th>
<th>Tsalli’s 2D Entropic</th>
<th>Armimoto Entropic</th>
<th>Iterative Partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caltech Background</td>
<td>0.3935</td>
<td>0.4104</td>
<td>0.5145</td>
<td>0.3228</td>
<td>0.2964</td>
<td>0.3253</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caltech Leaves</td>
<td>0.4884</td>
<td>0.3373</td>
<td>0.4805</td>
<td>0.3785</td>
<td>0.5993</td>
<td>0.6103</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CASIA Iris</td>
<td>0.2764</td>
<td>0.2329</td>
<td>0.3453</td>
<td>0.3568</td>
<td>0.2468</td>
<td>0.2178</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTU IMM Face</td>
<td>0.2383</td>
<td>0.2794</td>
<td>0.2654</td>
<td>0.3367</td>
<td>0.2369</td>
<td>0.1967</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USC-SIPI Texture</td>
<td>0.2406</td>
<td>0.2772</td>
<td>0.2681</td>
<td>0.3288</td>
<td>0.2244</td>
<td>0.2087</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zurich Building</td>
<td>0.2434</td>
<td>0.2958</td>
<td>0.2644</td>
<td>0.3342</td>
<td>0.2502</td>
<td>0.2103</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The number of binarization methods required to generate reference image can not be changed after a certain level (Here, 3 methods can be discarded randomly to

---

1 Initially, we select 20 binarization methods and discard one algorithm in each step randomly to generate ground truth image.
preserve ≈ 80% accuracy) to prevent inaccuracy in the performance. In addition the ground truth image, which is generated using consensus of some binarization algorithms can exclusively be used for the evaluation those methods only.

Figure 4. Mean and variance of correlation coefficient between the ranks of thresholding methods by (a) considering all the binarization methods & (b) discarding those methods, which aren’t participated in reference image creation.

(2) Time Complexity: The Thresholding is used as a preprocessing step for many real time computer vision applications. Time required to decide the best binarization method is an important aspect for those applications. Figure 5a illustrates the time complexity of the consensus algorithm with varying number of binarization methods. It is clearly evident from this figure that minimum 3.2 seconds is required to generate
consensus ground truth for maximum 80% accuracy. Similarly, Figure 5b represents the execution for different image size.

![Graph](image.png)

**Figure 5.** Execution time complexity of consensus ground truth method (a) with varying number of thresholding methods, and (b) for different size image

5. Conclusion

In this article we proposed a technique to automatically rank image thresholding methods, where the reference image is unavailable. The reference image is generated using consensus of different thresholding methods. The proposition is validates using 21 thresholding methods on six different database. The proposed averaging method
for automatic selection of optimum consensus level not only eliminates the inaccuracy in over and under segmentation but also reduces the effect of noise. In prior art, the image data were mostly document image while present work includes a wide variety of building, texture, face, iris and leaf images with varying illumination and background. The performance of these methods are measured using a few indices as suggested by different literature. However, a quantitative analysis shows that only FM, MHD and EMM can well be used to serve the purpose. The overall performance is obtained as the average value of these indices. The numerical evidence of OPI indicates the best thresholding technique for particular type of images.
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