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 Improving Mobile Ad-Hoc Network (MANET) performance is a tedious task because of 

the dynamic and uncertain characteristics of the nodes. MANET nodes connected to 

multiple applications that involve a high exchange of data. To add reliability to the 

application services, MANETs optimized through dedicated load balancing schemes. The 

Dynamic Range Clustering (DRC) algorithm associated with Learning-based Routing 

(LR) used in the present work to improve the energy efficiency and the nature of the 

network's data handling. DRC design focuses on selecting the head of the cluster and 

maintaining stability over the cluster. LR selects unique neighbors that assist in ensuring 

the efficient, non-congested communication of data exchange. An effort has made to 

combine the two incompatible methods to increase the performance of the network over 

differential network traffic. The proposed approach tested using simulations and measures 

output by comparative analysis. 

 

Keywords: 

learning-based routing, neural networks, 

node range adjustment, sequential learning, 

weighted clustering 

 

 

 

1. INTRODUCTION 

 

Within a MANET, the most common wireless media 

interlocks the self-disciplined mobile host groups for 

communication. The host nodes separated by the physical 

distance to which the multi-hop connections used. This 

network designed for unique applications that don't depend 

on any backbone infrastructure [1]. With MANETs rapid 

development technology, it employed industrial, residential, 

military, and science applications in real-time. The positive 

position of this network was operating with fewer resources 

in an emergency scenario would also serve as a temporary 

backup. The nodes/mobile hosts are dynamic and move 

around freely on encompassing the area that permits the 

network to cover the entire region. As mentioned earlier, the 

nodes rely on their neighbors for multi-hop communications 

over the spread region. 

With the mobility feature, the nodes can maintain and 

restructure of the network topology [2]. Communication 

involves data transmission between one-hop and multi-hop 

neighbors that was accomplished using routing and 

transmission protocol. The nodes, which encompass a wide 

region, are dependent on their neighbors for data 

transmission and receiving [3]. The confronted MANETs 

weakness was the absence of a central controller and its 

autonomous character. They have a significant effect on the 

daily process of node contact and networking. Scaling the 

nodes in the network was also tedious because of built-in 

mobility which causes repeated connection breakage and data 

loss [4]. 

The systematic clustering methodology used to address the 

various issues related to data transmission and scalability. As 

per the call of the researcher, clustering helps in network 

stability through correlating links and communication 

through a hierarchy. The encompassing nodes are segregated 

as small enclosures called clusters, each attempt to hold two 

different node types [5]. The Cluster Head (CH) and the 

Cluster Member (CM) are the two categories of nodes in the 

interconnected groups/enclosures. CHs are responsible for 

communication, scheduling, medium allocation, and 

aggregation for the maintenance of network endurance [6]. 

The size of the cluster was always different and depends on 

the number of neighbors who make requests. The range of 

communication of the cluster depends on the radio range of 

the CH. The battery power of the nodes was maintained in a 

less density cluster, while the cluster energy was exhausted at 

an early stage in the case of a high-density cluster [7]. The 

dynamic nature of the network, the excessive exchange of 

information, and the stability of the network has been 

controlled by the cluster head with better resource utilization. 

In other words, clustering improves network scalability, 

resource utilization, and seamless connectivity despite 

network coverage. Clusters distribute tasks across the 

network to prevent overloading at the node level and to 

harmonize communications. Routing endurance and path set 

up in a clustering environment minimizes the impact of 

bottlenecks to achieve optimal network performance [8]. 
To achieve stability, unpredictable network traffic 

communicates between single and multi-track nodes 

increased network traffic requires a formal load balancing 

scheme to effectively distribute incoming data between 

available routes [9]. Load balancing was intended to enhance 
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the use of resources by the network controlling exploitation. 

Multi-path communication improves communication rates 

with increased bandwidth accessibility [10]. Effective load 

balancing focuses on estimating and disseminating incoming 

traffic. 

In the load balancing process, workloads were distributed 

across the available nodes for overloading and resource 

exploitation [11]. Additive concern was the selection of 

appropriate nodes to ensure reliable forward-capacity data, 

avoiding packet loss and replication. Also, nodes must ensure 

proper route paths to the destination for the delivery of the 

received data [12]. Lack of exhaust network bandwidth, node 

capacity, device storage, or inadequate load balancing 

produces node level traffic imbalance that causes storage 

overload that will result in packet loss and increased delay 

[13]. A fair play load balancing method with a proper node 

selection algorithm in the network improves the nature of 

load handling and minimizes the exploitation of resources 

between nodes. 

 

 

2. RELATED WORKS 

 

In wireless sensor networks, a node placement method was 

proposed for load balancing. By restricting incoming network 

traffic, this approach allows minimal-hop data transmission. 

In comparison, this node placement strategy was cost-

effective and energy-efficient, and it fails to represent the 

number of control messages exchanged [14]. 

Delay aware load balancing technique was developed to 

reduce the wireless network adjournment and packet 

segregation errors. Through analyzing the traffic and packet 

flow to evaluate the sequence of the packet to be transmitted, 

this algorithm best suited for multi-path communication [15]. 

The authors proposed a clustering scheme with a self-

organizing attribute to ensure scalability and make the 

network stable. This clustering was inspired by birds flocking 

behavior to dynamically adjust cluster size to minimize 

congestion. This clustering works best in Group mobility-

induced MANETs [16]. They ended up with a result that 

guaranteed node durability and robustness with lower energy 

requirements. 

The load balancing would predict the optimal route by 

using Ant Colony Optimization (ACO) to find appropriate 

pathways. The path preferences were determined using 

metrics such as delay, bandwidth, and accessibility to the 

neighbor. ACO technique has become an effective method to 

enhance network performance, and it does not limit the 

exchange of control messages when the number of paths 

increases [17]. 
A generic clustering algorithm [18] was indeed designed to 

improve the stability of group-based networks and the cluster 

lifetime. The algorithm developed was based on the density 

of the nodes and the alliance between them. The writers in 

[19, 20] suggest a central controller that had already 

implemented semi-matching load balancing for WLAN. To 

spread the uneven network loads, the central controller 

acquires knowledge of the active channel time. The matching 

process was performed using the Kuhn-Munkres (K-M) 

algorithm to maximize network throughput and this method 

was least reliable for multi-rate WLANs problems [21]. 

 

 

3. PROPOSED METHOD 

 

3.1 Network model 

 

In a distributed X*Y dimension network, the mobile nodes 

are defined by {n (1,) n (2), etc. The nodes share the 

information among themselves using wireless links (V). If 

the network was represented as a graph G then, G = (N, V) 

would define node sets and links. 

A node ‘i’ has a wireless link with its neighbor ‘j’ if dist (i, 

j) < R (i)(j), then R is the ratio within the I or j range.  

The nodes in the network are grouped into clusters 

whereby the CH, pursued by its CM, guided every cluster. 

The CH aggregates its CM data and ensures distribution at 

the Base Station (BS). Figure 1 shows a sample cluster 

network. 

 

 
 

Figure 1. The proposed cluster network model 

 

3.1.1 Assumptions 

(1) Intermediate nodes are not part of any cluster but a 

member of X*Y.  

(2) If the CH is present in one-hop, it communicates 

directly with the BS; otherwise, it relies on its neighbors for 

contact. 

(3) The initial CH is the first communicating node, and 

the later CH is chosen based on appropriate constraints. 
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Figure 2. DRC-LR process 
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3.2 Dynamic range clustering (DRC) with learning-based 

routing (LR) scheme 

 
The proposed DRC-LR is to increase the ability of 

MANET nodes to handle the load. Figure 2 illustrates the 

overall DRC-LR process. 

 

3.3 Dynamic range clustering (DRC) algorithm 

 

DRC makes a collection of CH simpler across a set of 

learning processes. A neural network evaluation for the 

option of specific CH affects the learning process. Besides, 

the learning process determines the number of optimum CM 

required to relay the current network traffic. 

Two explicit and hidden constraints are executed for each 

of the learning iterations performed by neural network 

evaluation. The two explicit constraints are assessed using 

neighboring density and use of bandwidth. For several 

packets, the implicit constraint decides the range of the 

current CH. Previously, the head of the cluster is chosen 

using the variable weight function (∇w) derived from the 

neural computation output. 

The weight function to pick a CH needs only specific 

metrics of the constraints that is because the CH node acts as 

the aggregator that defines a specific maximization. As the 

number of active transmitting nodes is unknown, the 

parametric cannot be predicted at the initial stage. 

Let vc, tt and tr be the connection capacity, transmit time 

and receipt time of a node n, then use Eq. (1) to calculate the 

bandwidth utilization of the node wire bu for m transmissions. 

 

bu = vc ∗ (1 −
tr − tt
tt

) , ∀ m (1) 

 

The number of node-associated neighbors determines its 

density(ρ), which is estimated using Eq. (2). 

 

ρ = |{Vij ∈ Nn ∶ dist(i, j) ≤ R }| (2) 

 

The bandwidth utilization of the node must be lower for 

incoming network traffic, while the density must be high for 

rapid switching. The above factors result in inequality in the 

decision of the CH node; therefore, the variable weight 

function (∇w) is imposed on the above functions to resolve 

the inequality. Eqns. (3) and (4) are used to calculate the 

weight by acquiring the above factors. 

 

∇w =∑Vij

n

j=1

∗ σ(nj) + bu (3) 

 

where, 

 

σ(n) =
eρ(n)−e−ρ(n)

eρ(n)+e−ρ(n) and Vij ∈ {0,1} (4) 

 

The weight function is estimated to occur as a transigmoid 

function due to a set of observations. The higher node is 

considered to be the cluster header. The selected CH is the 

absolute neuron of the current observation set; the neuron is 

subject to change based on its effectiveness as decided to use 

Corollary 1. After the CH is selected, it sends a request for 

transmission to all its CMs. This request may be received by 

the active nodes that initiate transmission. The CH calculates 

the number of packets and checks whether the available 

bandwidth is sufficient to transmit them. If the available 

bandwidth is sufficient, the CH determines the number of 

CMs (including transmitting nodes) required for 

communication. In this case, the communication range of the 

CH is variable. The range is variable between the maximum 

coverage of the node and the initial CH range. The range 

cannot be reduced below the initial configuration measures 

for the node. The neural computing process for the selection 

of CH is shown in Figure 3. 

 

 
 

Figure 3. Neural computation process for header selection 

 

3.3.1 Corollary 1: Considering the energy expenditure of the 

CH as its dependence factor 

Analysis 1: Let us consider the problem of energy 

optimization as a linear bounded solution. The initial node 

energy (Einit) will not remain the same if it has utilized its 

energy for transmitting (Etx)and receiving (Erx) packets. The 

remaining node energy (Ene) is the dependency factor of a 

node. Ene = Einit – (Etx +Erx) needs to be estimated for the CH 

over each aggregation process. 

The energy of the node cannot be regenerated for which 

the variable range is used as a solution. The number of nodes 

to be used at time t is to estimate the average energy of the 

cluster with the current node density. The average energy of 

the cluster members is calculated using Eq. (5). 

 

Ene(avg) =  ∑
Ene(i)

n

n

i=1

, i ≠ CH (5) 

 

If the average energy is higher than CH’s Ene, then the 

learning process is re-installed. In a re-installed learning 

process, the last CH is discarded as it does not have enough 

energy. Additional verification of the energy level is not 

necessary for this learning process. The new CH selected will 

re-center its range of communication, where n = n-1 will be 

the number of CMs before R variance. 

The range and variance of the CH depend on the number 

of nodes involved in the communication. If the whole CM or 

the longest in-cluster CM is involved in the transmission 

process, the range does not need to be changed and therefore 

the connectivity at the time (t+x) remains the same.  

 

 
 

Figure 4. Range variance illustrations 
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The initial value of the Connectivity cn is calculated using 

Eq. (6). 

 

cn =
∑vij

n(n − 1)
 (6) 

 

If dist(i, j) < 𝑅(i) ∣∣ R(j) is true then vij=1 else 0. If only a 

minimum number of CM participates in the communication, 

then R of the CH is minimized to serve the incurring 

communicating nodes.  

In that case, the new ρ of the CH is updated and the 

transmitted energy is allocated for the current node density. 

The minimum and maximum hops up to the point where the 

CH will use energy are 1. The nature of the estimation of the 

hop count in a variable R is shown in Figure 4. 

 

3.4 Learning-based routing (LR) scheme for efficient load 

dissemination 

 

As discussed in the earlier section, inadequate or defective 

load handling results in the network resources and output 

being degraded. Learning-based routing is proposed to 

reduce the disadvantages of data dissemination. No 

additional computation is required in the learning-based 

routing scheme; packet count, pn from the CH is considered 

to further communicate with the available neighbors. The 

probability of packet loss ∅(pL) of the forwarding, the node 

needs to be calculated for the transmitted position pn. The 

number of packets and the likelihood of drop are calculated, 

respectively, using Eqns. (7) and (8). 

 

pn =
dr
vt

 (7) 

 

where, dr and vt are the data rate and link time. 

 

∅(pL) = pnmax ∗ (
qa − qmin
qmax − qmin

) (8) 

 

where, pnmax is the maximum number of packets transmitted 

and qa, qmin, and qmax are the average, minimum, and 

maximum queue usage.  

The learning-based routing model selects a node with a 

lesser drop probability that sustains maximum pn.  

 

3.4.1 Learning 1: If pn increases, qa is greater than qmax, 

resulting in packet loss 

Solution 1: When qa > qmax, then Equation (8) can be 

written as ∅(pL) = pnmax ∗ (
qa−qmin

qa−qmin
) = pnmax. In this case, 

if qmax<pn, then overflow occurs and for all unattended 

transmissions, the incoming traffic is disintegrated in the 

same node. Therefore, the loss probability is always 1. The 

learning phase is keen about minimizing loss by determining 

nodes that are capable of handling pn<qa. If the maximum 

queue size is considered, then the free space in the queue is 

unknown resulting in non-profit neighbor selection. 

 

3.4.2 Learning 2: qmin≤qa 

Solution 2: If the above condition is achieved, then the 

intermediate forwarder will have better queue size to relay 

information to the base station. Therefore, in this analysis, Eq. 

(8) can be expressed as ∅(pL) = pnmax ∗ (
qa

qmax
) , qa ≠ qmax.  

The number of forwarders with this condition cannot be 

concurrently used, as the multipath transmission is restricted. 

Therefore, for ‘m’ transmissions, a scheduling process needs 

to be renowned to prevent congestion free transmission. 

Hence, a transmission matrix is defined with the above 

constraints for this learning process. The transmission factor 

is defined with the data rate observed from the serving CH.  

The number of packets that are inconsistent with the 

transmission will be estimated using discriminate metric ∆δ. 

The data rate is mapped to the packet loss probability as an 

inverse function for which ∆δ must be computed for a set of 

m transmissions. The relationship between the transmission 

factor and qa is represented as in Eq. (9). 

 

(

 
 
 
 
 

1

dr1
1

dr2
⋮
1

drm)

 
 
 
 
 

(

∅pL1
∅pL2
⋮

∅pLm

) =
1

∆δ
(

qa1
qa2
⋮
qam

) (9) 

 

Eq. (7) and Eq. (8) are used to expand Eq. (9) and are 

represented as Eq. (10).  

 

(

 
 
 
 
 

1

pn1 ∗ vt1
1

pn2 ∗ vt2
⋮
1

pnm ∗ vtm)

 
 
 
 
 

(

 
 
 
 

pn1 ∗ (
qa1
qmax1

)

pn2 ∗ (
qa2
qmax2

)

⋮

pnn ∗ (
qan
qmaxm

)
)

 
 
 
 

=
1

∆δ
(

qa1
qa2
⋮
qam

) (10) 

 

The generalized normal form of Eq. (11) is simplified as 

follows: 

 

(
1

pn ∗ vt
) (pn ∗ (

qa
qmax

)) =
1

∆δ
(qa) (11) 

 

The discriminate metric is computed as Eq. (12) by solving 

Eq. (11). 
 

∆δ = vt ∗ qmax (12) 
 

 

After the completion of the transmission process, the node 

is categorized as learning 1 or 2. The node classified under 

Learning 2 is optimal and further transmission is pursued. 

The learning process is repeated until the next node leads to 

the BS. Similarly, the learning process is updated before the 

next communication begins.  

If the node fails to learn 2, the next set of neighbors will be 

identified through a news broadcast. In the meantime, if the 

nodes ∆δ are satisfied with the incoming network traffic, the 

bu adjustment concerning the neighbor density shall be made 

to accept the current communication set. A neighbor who 

does not satisfy a discriminatory metric is excluded from 

participating in the transmission process.  

 

 

4. PERFORMANCE ANALYSIS 
 

The performance of the proposed DRC-LR is evaluated 

through simulations using a network simulator tool. 

The following metrics are estimated for assessment: Delay, 
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Packet Loss, Communication Overhead, Reclustering, and 

Remaining Energy. Table 1 shows the parameters that are 

considered along with their values. 

 

Table 1. Simulation parameters and values 

 
Parameter Value 

Network Region 1000m x 1000m 

Number of Mobile Nodes 100 

MAC Protocol 802.11 

Range 250m 

Application Type Constant Bit Rate 

Packet Size 512Kb 

Einit 16J 

Pause Time 2 ms 

Simulation Time 300s 

Compared with 
REA-MAODV [22], QUACS [23] 

and EE-MBOC [24, 25] 
Notes: REA-MAODV – Real Multicast Ad hoc On-Demand Distance Vector 
Routing, QUACS – Queuing Ant Colony System, EE-MBOC – Energy 

Efficient Modified Butterfly Optimization-based Clustering.  

 

4.1 Delay analysis 

 

The comparison of DRC-LR for the delay with existing 

methods is shown in Figure 5. In the DRC-LR, initial 

communication at the node level is organized by the CH. 

Cluster re-formation time is large, so no new procedures are 

required. 

 

 
Figure 5. Delay comparison 

 

As a result, the time complexity of cluster formation is less. 

The node with lower packet drops probability is selected in 

the LR scheme. This minimizes the number of 

retransmissions due to packet loss. CH aggregation, stable 

clustering, and efficient neighbor selection are the main 

reasons for minimizing packet loss. An increased packet rate 

is handled through selective neighbors to avoid delayed 

transmission. The proposed DRC-LR results in 37.6% and 

23.20% less delay than QUACS and REA-MAODV 

respectively.  

 

4.2 Packet loss probability 

 
The numbers of transmissions are hidden due to the 

increase of packet rate and congestion. Unlike other generic 

methods, ratings and dissemination of data are administered 

through qa optimized nodes. For each transmission from the 

CH, qa and qmax of the node are observed. 

In the learning phase, the restriction qmin ≤ qa must be met 

by the node to participate in the transmission. The complete 

transmission process is based on the queue utilization of the 

nodes to the bu in the previous transmission. Selecting an 

effective bu node with a queue constraint improves seamless 

communication by reducing packet loss and it can be verified 

from Figure 6. 

 

 
 

Figure 6. Packet loss probability 

 

As a result, the probability of loss of the proposed DRC-

LR is 32.60% and 31.11% lower than the existing QUACS 

and REA-MAODV. 

 

4.3 Communication overhead 

 

The number of node replacements inside and outside the 

cluster is restricted using DRC and LR independently. The 

number of CH-transmissions that can be changed is less 

within (t+x) due to ∇ω and range variance operation. The 

intermediate node selection follows a queue-based 

verification from which a specific neighbor is selected. The 

need for the replacement of nodes and the discovery of new 

routes is, therefore lower in the proposed method. This 

minimizes the frequency of exchange of control messages, 

reducing overhead communication and it can be verified 

form Figure 7. DRC-LR requires 46.8% and 37.72% fewer 

control bits than the existing QUACS and REA-MAODV, 

which reduces overhead communication. 

 

 
Figure 7. Communication overhead analysis 

 

4.4 Re-clustering instance 

 

In the proposed DRC-LR, cluster stability is improved by 

the transigmoid function. This function selects the optimal 

cluster header by assessing their explicit hidden constraints. 

Prolonged communication is ensured by using a single CH 
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with a time t > (t+x) range variance. The stability of the 

cluster is maintained externally by checking pL  of the 

external nodes. From Figure 8, the need for CH replacement 

at a time (t+x) is, therefore, less than the existing EE-MBOC. 

Precise neighbor density factor and bandwidth utilization 

factors determine a reliable CH that sustains long-term 

communication. Compared to EE-MBOC, the proposed 

DRC-LR had a 34.17% lower chance of re-clustering.  

 

 
Figure 8. Re-clustering instance comparison 

 

4.5 Remaining energy 

 

Energy conservation in the proposed DRC-LR is carried 

out as a non-linear hidden optimization issue. In this 

optimization, the node maintains prolonged communication, 

avoiding autonomous energy expenditure. 

 

 
 

Figure 9. Remaining energy comparison 
 

Clustering is an additional benefit in managing the 

network's energy consumption keeping the (n-1) nodes out; 

the CH is adjusted if its residual energy is less than the 

average energy. In a fixed (t+x), the energy expenditure of all 

the nodes inside the cluster is lower. The average cluster 

energy retained in this method is high. The energy spent by a 

single CM is less as the nodes are least or delayed in 

aggregation. From Figure 9, it is confirmed that the energy 

stored in the network is strong. The proposed DRC-LR 

maintains higher remaining energy than QUACS and REA-

MAODV where the remaining energy is 42.66% lower and 

18.27% lower than the proposed DRC-LR. Table 2 displays 

the outcome of the simulation executed. 

 

Table 2. Simulation values of DRC-LR compared with 

QUACS and REA-MAODV 

 

Parameter QUACS 
REA-

MAODV 

DRC-

LR 

Delay (s) 1.25 0.96 0.78 

Packet Loss Probability 0.092 0.09 0.062 

Communication 

Overhead (bits) 
391 334 208 

Remaining Energy (J) 5.24 7.47 9.14 

 

 

5. CONCLUSION 

 

In MANET load balancing, DRC-LR is proposed to 

increase reliability. The suggested approach operates in such 

a way that it enhances the efficiency of the network's data 

handling. The goal of DRC is to improve the stability of the 

cluster by selecting an enduring CH to aggregate and 

disseminate the collected data. Learning-based routing 

curtails the loss of packets by selecting nodes with a lower 

probability of loss due to increased network load. The 

learning process is based on the observations series over 

every transmission of the network. The integrated method 

increases network performance by reducing packet loss, 

delay, overhead contact, and maintaining a significant 

amount of node residual energy. 
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NOMENCLATURE 

Kb Kilo bytes 

ms Microsecond 

Greek symbols 

y Vector for all binary variables 

ω Trainable parameter 

 Solid volume fraction 

Ɵ Dimensionless temperature 

µ Dynamic viscosity, kg. m-1.s-1 
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