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Feature selection is used in machine learning as well as in statistical pattern recognition. 

This is important in many applications, such as classification. There are so many extracted 

features in these applications which are either useless or do not have much information. If 

not removing these features, make raises the computational burden for the main application. 

In different methods of feature selection, a subset is selected as the answer, which can 

optimize the value of an evaluation function. In this study, a new algorithm for classification 

of Dermoscopy images into two types of malignant and benign are presented. To develop 

the general skin cancer detection system, at first a pre-processing step is applied to enhance 

image quality. Then the lesion area is removed from the healthy areas using the Otsu 

threshold method. Nine shape feature and nine color features are extracted from the 

segmented image using different optimization schema. At the end of the operation, 

classification was done by SVM, KNN and Decision Tree methods. The results show that 

combination of buzzard optimization algorithm for feature extraction and SVM classifier 

accuracy is 94.3%. This result shows the high potential of buzzard optimization algorithm 

for feature extraction. 
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1. INTRODUCTION

Skin cancer is sample of deadliest cancer that has grown in 

recent years in worldwide. However, if the cancer is diagnosed 

at an early stage, the chance of recovery is greatly increased 

and is often prevented by simple fragmentation [1]. 

The conventional way of diagnosing skin cancer is to be 

observed by a dermatologist and then sampled and tested. 

Because of different types of skin lesions (cancerous and non-

cancerous), as well as their similarities in appearance, are 

sometimes misdiagnosed by skill professionals. On the other 

hand, sampling and laboratory testing are costly and time 

consuming and can cause discomfort to the patient. Therefore, 

a computerized design capable of detecting malignant lesions 

would be very useful. In a study conducted in 2013, the 

performance of a computer diagnostic system was compared 

to that of a skin specialist doctor (dermatologist), and the 

results showed that the computer system was more accurate 

[2]. 

In recent years, many systems and algorithms have been 

designed to detect malignant or benign lesions using 

dermoscopic images. Most of these systems have a block 

diagram of Figure 1 [1]. 

The feature selection problem is used in machine learning, 

image processing, statistical pattern recognition. Many 

extracted features in problem of image processing and 

machine learning are useless or have little information load, 

thus if not removing these extra features, the computational 

burden is increased in the problems [3, 4]. many solutions and 

algorithms are proposed for problems of the feature selection, 

and used in the selecting best features. 

Some problems have very large datasets and solving the 

problem is difficult, and have high computational burden [5], 

for solving these problems proposed algorithms. Several 

methods of feature selection can find best subset as the answer 

[6], which applied in optimization the value of an evaluation 

function. 

The features methods choose the best features, these 

methods are divided into different categories in term of the 

type of search [7]. the search space becomes smaller in some 

ways and some ways all possible space is searched. finding the 

optimal solution is difficult and costly for average and large 

sets of solutions. By using the classification can be archive and 

extract information from the image. 

Figure 1. Block diagram of malignant skin lesion detection system 
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One of main problem classification systems is the very 

number of features and reduce the accuracy of these systems. 

Also these features have temporal complexity. Therefore, this 

paper proposes feature selection methods to increase the 

classification accuracy and reduce their complexity that new 

feature selection technique is the scavenger (Buzzard) 

optimization algorithm [8]. We use proposed algorithm in the 

feature selection section of paper. The results of the simulation 

of paper are explain. It also examines the feature selection 

methods that have been applied in the theirs researches in 

recent years. 

There are many Meta-heuristic methods that used in 

scheduling problems [9, 10], image and video processing [11-

18], pattern recognition [19, 20], neural networks tuning [21-

27], data clustering [28, 29], and optimal control [30-35], and 

some of them are inspired by nature [36, 37].   

Various approaches optimization algorithm is defined in the 

group category such as Artificial Fish Swarm Algorithm 

(AFSA) [38], Artificial Bee Colony (ABC) [39], Ant Colony 

Optimization (ACO) [40], Particle Swarm Optimization 

(PSO) [41], Buzzard Optimization Algorithm (BUZO) [8]. 

Among this method PSO profit from two aspects which 

particle sets in the search space based on the best personal 

experience and the best group experience. Implementation of 

PSO not difficult and its concept is simple, but Buzzard 

Optimization Algorithm profit from three aspects which 

particle sets in the search space based on the own Buzzard 

experience and red-head Turkey vultures experience and 

predators (wolves and dog) experience. This algorithm is too 

not difficult and its concept is simple, has low computational 

cost and high convergence rate and prepare many diversities 

and exploration rate than to other approaches. This method has 

initial setting parameters such as initial population particle 

parameter, inertia weight, smell and vision capability 

coefficients of each particle. These parameters impact the 

performance BUZO algorithm. 

In this article, a novel way is defined for feature selection 

by the Buzzard Optimization (BUZO) Algorithm which 

selects the best feature vector selected from the inputs images. 

The length of feature vector and dimension of the extracted 

feature vector are reduced. In this research the Buzzard 

Optimization (BUZO) Algorithm is described. It is inspired by 

Buzzard's behavior and method’s prey. The proposed 

algorithm is similar to PSO.  

In the proposed method smell and vision capability of 

particles are used for regulating inertia weight. the BUZO 

algorithm has exploration and exploitation mode of 

optimization that describes in below sections. the proposed 

method changes the convergence, exploitation and exploration 

rates of BUZO and in the reason we use the BUZO algorithm 

for get fit features. The fitness function used for BUZO is F1, 

F2 defined in section fitness function in this paper. the function 

applied to the all features. It can obtain the classification rate 

with this function. We use a learning method after the feature 

selection step until train the feature subset. Therefore, for these 

tasks, several classifiers are used such as k-Nearest Neighbor 

(k-NN),  Support Vector Machine (SVM), Decision Tree (DT), 

and Naıve Bayes (NB) [42]. 

In this paper, we performed two methods for classifying 

skin cancer diagnosis, one with a new feature selection method 

with buzzard optimization algorithm and the other without 

using this method, which the results of each are presented in 

the sections of the paper. related works in Section 2. 

preprocessing in section 3, in section 4 segmentation, in 

section 5 classification and types of feature extraction methods 

are explained. The proposed method and the Buzzard 

Optimization Algorithm (BUZOA) are summarized and 

illustrated in section 6, and simulation results are expressed in 

Section 7. Finally, conclusion is described in the last section 8. 

 

 

2. RELATED WORKS 

 

Recently proposed methods in field feature selection digital 

image and studies are done in the feature selection medical 

image and detection skin cancer.  some of them are investigate 

to feature extraction and feature selection sections. In the 

bellow section will be stated related works to detection of the 

skin cancer image. 

In 2007, Celie and her colleagues developed a detection 

system for skin cancer from dermoscopy image [43]. In this 

study, a method based on JSEG algorithm was applied to 

detect boundaries lesion. Then two categories of attributes are 

included color and texture features (GLCM) was extracted 

from the lesion and then an SVM classification was applied to 

detection malignancies. This system applied on the database 

of 655 dermoscopy images and results shown that the accuracy 

above system is 90%. 

In 2010, another algorithm for the diagnosis of skin tumor 

(melanoma) was presented [44]. In this research used the 

wavelet transform to upgrades the dermoscopy images 

(preprocessing). The snake algorithm is used for segmentation 

of the lesion and then features based on ABCD rules are 

extracted. These features include irregularity, asymmetry, 

color scatter, and dependency between colors. MDA_FKT 

transform was used to reduce the dimension of the features and 

finally the classification was done by Bayesian method. The 

proposed heavy-duty identification system detection rate is 

adjusted between false positive and false negative, and the 

results show that a false negative rate to measure 1.89% is 

achievable at an overall accuracy rate of 82.55%. 

In the 2013, another algorithm was introduced, in which the 

fast median filter was used as pre-processing [45]. Then, using 

the threshold method and maximum entropy, the lesion is 

removed from the image and features such as contrast, 

correlation and asymmetry are extracted using GLCM method. 

Finally, a feed forward neural network performs the 

classification. The results show that this algorithm has 88% 

accuracy.  

In the year 2013, another study examined the detection of 

skin cancer in both national and local ways [46]. This research 

has two goals: determining the best method of detection 

(global or local) and determining the best features (color or 

texture features). It is used in the designed experiments of 

three different classifiers (svm, knn, adaboost) and different 

features were investigated and significant results were 

obtained. The results show that using a simple Knn classifier 

can achieve good results and also the color features perform 

better performance than to the texture features. 

Also, very few features are sufficient for high-precision 

classification and guarantees an increase in the generality of 

the system (rather than the use of a large number of features). 

The results also show that both detection methods (global and 

local) can produce good results except the local method that 

requires more time. 

In another study conducted in year 2013, the impact of 

shape features in the classification of dermoscopy images has 

been investigated [47]. The proposed algorithm includes three 
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steps. First, the image is segmented into manual (by a 

dermatologist) and automatic (adaptive threshold). Then four 

types of shape features are obtained of the binary image 

previous step: Simple shape (SS), Symmetry related (SR), 

Moment invariants (MI) and Fourier descriptors (FD). then 

these properties are applied to an Adaboost classifier and the 

skin lesions are divided into two types of benign and malignant. 

The results prove that the SS descriptor get the best 

performance regardless of the type segmentation. Also, by 

automated segmentation, the best performance is achieved 

with the simultaneous use of SS and MI descriptors. But when 

using manually segmentation, the best performance is 

achieved when using SS, MI and SR features simultaneously, 

that achieving 92% sensitivity and 78% specificity. 

 

 

3. PREPROCESSING 

 

Usually, the dermoscopy images are not very high quality 

and have different types of noise (Gaussian, impulse, etc.) and 

many unwanted items (inconsistency of contrast, air bubble 

and dermoscopy gel and body hair). The above items cause the 

image segmentation to be incorrect and in addition to the 

lesion, some of the healthy areas (backgrounds) appear in the 

segmented image. Therefore, the first step must be made 

corrections to the input image, including noise removal and 

artificial effects, contrast adjustment, and so on. Performing a 

good preprocessing on the original image increases the 

possibility of high precision segmentation. Different methods 

and algorithms have been applied to the primary image as pre-

processing in the research. In one study, for example, a fast 

median filter and then contrast adjustment was used to enhance 

the dermoscopy image [45]. In another study, the Automatic 

Color Equalization (ACE) algorithm was used to adjust the 

color of the image [44]. 

In this study, a three-step pre-processing (Figure 2) was 

used to enhance the image. 

 

 
 

Figure 2. Pre-processing step block diagram 

 

In the first step, size image is evaluated and if the size image 

is more than 640 x 480 pixels, the size image will be reduced 

to above size. This task cause increase speeds execution of the 

algorithm, while not losing much image information. Next 

step, the color image becomes a gray scale image. Then, a 5x5-

dimensional mean filter is exerted to the gray image. By 

applying this filter, Gaussian noise and sharp edges are 

eliminated. Finally, a homomorphic filter is used to the image 

in the frequency domain to eliminate the effect of non-uniform 

lighting when shooting. 

This filter sharpens the edges of the lesion and eliminates 

the asymmetric lighting effect by weakening the low 

frequency components. So the image is upgraded and ready 

for segmentation. Figure 3 shows the results of pre-processing 

on two sample images. 

 

 

 
(a)                   (b)                      (c) 

 

Figure 3. Image pre-processing results. a) The original 

image. b) Gray image. c) Enhanced image 

 

 

4. SEGMENTATION 

 

At this point, the lesion should be separated from the image. 

This step is important steps of the algorithm, and the success 

of next steps (especially feature extraction) depends heavily 

on this step. For this reason, several studies have examined 

only the segmentation of the skin lesion. Numerous methods 

have been used for dermoscopy image segmentation. These 

include the use of Fuzzy C-Means (FCM) [48], the use of the 

snake model [49]. use of the threshold fusion model [50], and 

etc. [51, 52].  

In this study, different segmentation methods including 

Otsu thresholds, minimum error, maximum entropy and Fuzzy 

C-Means (FCM) methods were investigated. from the above 

methods, Otsu and FCM methods have acceptable accuracy 

and due to the simplicity and speed of the Otsu method, this 

method was chosen as the segmentation method in this study 

[53]. because that noise and unwanted effects have been 

largely eliminated in the pre-processing phase, with a simple 

threshold, the lesion is well separated from the healthy areas. 

In fact, proper preprocessing design makes segmentation is 

done easily and requires no complicated and time consuming 

algorithms. Post-processing is done after segmentation. First, 

all the objects in the segmented image are identified, and only 

the largest ones are considered as lesion (and the rest are 

deleted). At the end of the cavities created in the image are 

filled using morphological operators to achieve a uniform 

image as much as possible. Figure 4 shows the results of 

applying segmentation to the previous step images. 

 

 
(a)                                    (b) 

 

Figure 4. Image segmentation results. a) The original image. 

b) binary image 
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5. FEATURE EXTRACTION AND CLASSIFICATION 

 

At this point, features of the image must be extracted to 

perform a high-precision classification operation. In some 

articles, only ABCD rule-based features (which specialists use 

to intuitively diagnose skin lesions) have been extracted. Other 

articles, in addition to the above features, consider other 

features to improve system performance. In general, the 

features used can be categorized into several general 

categories: color-extracted features, region (boundaries 

lesion)-based features, and texture-based features. 

 

5.1 Survey the shape properties 

 

Extracted the nine shape features from (binary) images. but 

all have values between zero and one. The relationships 

between the shape features are given below. 

Shape Area: Indicates the ratio of the area of the shape to 

the all-area of the image. 

Centrifugal Indicator: This index is denoted as the ratio of 

the length of the sub-axis to its main axis. 

Circularity Index: This index shows the similarity of the 

shape to the circular shape. 

Length of main and minor axes: Indicates the ratio of the 

length of the major axes of the figure to the length and width 

of the whole image. 

Rectangular Index: This index is a measure of the similarity 

of the shape to a rectangle and is expressed as follows. 

 

𝑅𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦 =
𝐴𝑠

𝐴𝑟
 (1) 

 

where, As is the area of the shape and Ar is the area of the 

smallest rectangle perimeter to the shape.  

Hardness Factor: This coefficient denotes the density or 

aggregate of the image and is presented as the ratio of the area 

of the shape to its convex area. 

To be. 

 

𝑆𝑜𝑙𝑖𝑑𝑖𝑡𝑦 =
𝐴𝑟𝑒𝑎

𝐶𝑜𝑛𝑣𝑒𝑥 𝐴𝑟𝑒𝑎
 (2) 

 

Compression Index: This index indicates the degree of 

irregularity of the boundary shape and is expressed as the ratio 

of the area of the shape to the area of the circles with the 

circumference equal to the shape perimeter.   

 

𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠 =
4𝜋𝐴𝑟𝑒𝑎

𝑝𝑒𝑟𝑡𝑖𝑚𝑒𝑡𝑒𝑟2
 (3) 

 

Convexity: This index expresses the degree of convexity of 

the shape of the convex state, and is expressed as the ratio of 

the convex perimeter to the shape perimeter as follows.  

 

𝐶𝑜𝑛𝑣𝑒𝑥𝑖𝑡𝑦 =
𝐶𝑜𝑛𝑣𝑒𝑥𝑖𝑡𝑦 𝑃𝑒𝑟𝑡𝑖𝑚𝑒𝑡𝑒𝑟

𝑝𝑒𝑟𝑡𝑖𝑚𝑒𝑡𝑒𝑟
 (4) 

 

To classify images using the above features, 70% of the 

images were used to train classifier and the rest images were 

used to test the performance system. By using different 

classification methods, the effectiveness of the shape features 

was evaluated, which the results are displayed in Table 1. 

As we can see in Table 1, the classification is done using the 

shape feature, which makes the KNN method more accurate 

and efficient than the two SVM and Decision Tree methods. 

And its accuracy reaches 71%. This means that this method 

recognizes the shape characteristics of skin cancers compared 

to the two well-compared methods, and where the shape 

characteristics are important, this KNN classifier can be useful. 

 

Table 1. Classification by shape features 

 
Classifier Accuracy (%) 

KNN (n=5) 71  

SVM 63 

Decision Tree 55 

 

5.2 Survey the color properties 

 

First, using the segmented images (binary) and the original 

images (color), the segmented image of each portion of the 

RGB color space is obtained. The values of zero were deleted 

so that for each image, we would have three vectors B, G, and 

R that were normalized between zero and one and their zero 

values were eliminated. Then the three mean, minimum and 

maximum values were extracted from the above three vectors. 

So we have nine color features for each image. (The variance 

of each color component was also extracted as an additional 

feature that was not used because of the reduced classification 

accuracy). Then, using different classification methods (and 

percentages mentioned for training and testing), the color 

features efficiency was evaluated, which the results are 

presented in the Table 2. 

 

Table 2. Classification by color features 

 
Classifier Accuracy (%) 

KNN (n=5) 89  

SVM 93 

Decision Tree 84 

 

As we can see, in Table 2, the classification is done using 

the color feature, and for each image, we will have three 

vectors B, G, and R, then for each vector, three characteristics 

are mean, minimum, and maximum of the above three vectors. 

Be. So we will have nine color features for each image. The 

SVM method has better accuracy and performance than the 

KNN and Decision Tree methods. And its accuracy reaches 

93.2%. This means that this method recognizes the color 

characteristics of skin cancer images better than the two 

comparative methods, and where color characteristics are 

important to us, using this SVM classifier will have good 

performances. 

 

5.3 Simultaneous use of color and shape features 

 

Finally, all the features extracted from the dermoscopy 

images (including nine color and nine shape features) were 

evaluated for classification by different methods, which the 

results are shown in Table 3. 

 

Table 3. Classification by total features (color and shape) 

 
Classifier Accuracy (%) 

KNN (n=5) 90 

SVM 94 

Decision Tree 88 

 

As we can see in Table 3, the classification is done using the 
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color and shape feature, and for each image, we have nine the 

color features and nine the shape features. The SVM method 

has better accuracy and performance than the KNN and 

Decision Tree methods. And its accuracy reaches 93.2%. The 

KNN method has second ranks after the SVM classifier that 

its accuracy is 91.4%. This means that this method classifies 

all the features extracted from the dermoscopy images better 

than the two methods compared. And in matters where color 

and shape features are important to us, using this SVM 

classifier can be a good performance. 

 

5.4 Feature selection 

 

the feature vector lengths extracted are very high using the 

existence methods and may contain irrelevant and extra 

information. In this reason, feature selection methods are 

presented. In general, feature selection methods are classified 

in the four subgroups include of filter, wrapper, embedded and 

hybrid. Adeli and Broumandnia [42] discussed, an APSO 

optimization technique for selecting best features of image 

steganalysis. The BPSO and DAISY feature descriptor used 

for feature selection when detection handwritten digits [54]. 

PSO was used to find the best combination of OBFs. PSO can 

find the global optimal solution, and in this paper used the MD 

objective function [55]. 

 

5.5 Feature extraction for second section paper 

 

In this section of the research we describe some feature 

extraction methods used in the simulation of this paper. The 

feature extraction unit is one of the main needed units for 

image processing applications. The role of the feature 

extraction module is to reduce the computation volume and 

eliminate redundancies in the image signal by extracting a 

limited number of parameters as well as extracting image 

feature vectors, which are used to characterize the spectral 

properties of different image signal times. Features extraction 

is used in various applications such as medical, industrial, 

machine vision and control, also used in comparison of image 

based on content-based images. Using mathematical 

operations, image features such as curves, edges, corners, lines 

and borders can be extracted, all of features are used in image 

analysis, making it much easier. At this point, one or more 

features are selected based on the type of algorithm selected 

and the properties of the database used. Choosing the right 

features, depending on the type of images and the type of 

similarity criterion used, are major challenges in machine 

vision and image processing. These features can be selected 

nationally or locally.   

In global processing, features are extracted from the whole 

image. For example, the average brightness intensity of image 

pixels is a global feature. The advantage of global features is 

high speed and lower computational load. But these features 

are incapable of understanding the details of the image and 

their spatial information. In local processing, features are 

extracted from a neighborhood of pixels. In some cases, the 

image is transformed into blocks, the properties of each block 

individually extracted alongside constitute of the 

corresponding vector to that image. This actually uses the 

image location information available. Feature extraction is one 

of the important steps in machine learning, and if the feature 

is not well extracted, the decision making algorithm, however 

it be good, cannot perform well! So it is important to make 

sure that the appropriate features are presented to the decision 

maker algorithm (model). In this research we will study 

several image features extraction methods. 

Harris-Stephens algorithm: This algorithm was proposed 

by Harris and Stephens [56]. This algorithm detects the 

corners by considering the difference of the prominence corner 

based on the direct direction. Minimum eigenvalue 

algorithm: This algorithm was presented by Shi and Tomasi 

[57] based on the Harris corner detection method but performs 

slightly better than the original method by slightly changing 

the selection criterion. MSER Algorithm: This algorithm was 

presented by Matas et al. [58]. This method is presented for a 

specific area of the image [59, 60]. FAST algorithm: This 

algorithm is a corner detection method which it defined by 

Rosten and Drummond [61], and can be applied to extract 

feature points. SURF algorithm: This algorithm by Bay et al. 

[62] was presented as a local feature identifier and its feature 

is based on Haar wavelet response in the interest point [63, 64]. 

BRISK algorithm: This algorithm was proposed by 

Leutenegger et al. [65]. This method has been used to identify, 

describe, and match key points for a situation where don’t have 

sufficient background information and camera status. KAZE 

algorithm: KAZE features are introduced by Alcantarilla et al. 

in 2012 that use non-linear scale-space by non-linear diffusion 

filtering [66].  

 

 

6. PROPOSED METHOD 

 

In this paper, feature selection is done based on a new 

method called of buzzard Optimization algorithm (BUZO) for 

detecting skin cancer image is defined. This method that 

defined in three steps: feature selection and fitness function 

and learning step which will be explained in this section. 

 

6.1 Definitions of buzzard optimization algorithm and 

feature selection step 

 

The noteworthy contribution in this article is the feature 

selection stage. There are various feature extraction methods, 

including SIFT, SURF, KAZE, HOG, MSER, BRISK, LBP, 

GLCM, MOMENT, etc. that are used for the feature extraction 

problem. In this paper, we acquire feature vectors by using the 

feature extraction methods from image datasets. when feature 

vectors be long, the storage and computation cost of a skin 

cancer detection system is increase, so must be select the main 

feature or remove the incompatible feature. In this research, 

we propose a feature selection method in term of use proposed 

optimization algorithm for getting fit feature subset. The 

concept of the BUZO algorithm explain as follows. 

BUZO is an optimization algorithm that used the initial 

population. Buzzards have few characters and we use this 

character, then create this algorithm in term of its manners and 

life style of a group buzzard, such as these specifics; flying 

over the head of the animal which is dying, smelling dead 

creatures, way of hunting, The defense method. There have 

strong smell and visual sense. In this group each particle 

(Buzzard) take the two vectors, the ability vector and the 

position vector in the search space. New position is depended 

to the two vectors and achieved best position in three modes 

[8]. 

There are three state in the Buzzard algorithm for extra 

studying refer to [8]. position vector is 𝑙𝑖, and the 𝐶𝑖 
is vector 

of the ith particle, the best position of i particle is 𝐶𝑖,𝑏𝑒𝑠𝑡
∗ , The 

best position in the whole particle is 𝐶𝑔,𝑏𝑒𝑠𝑡
∗ , achieve the best 
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position of each particle (𝐶𝑖,𝑏𝑒𝑠𝑡
∗ ) and best position among all 

particles (𝐶𝑔,𝑏𝑒𝑠𝑡
∗ ), we select the position of each particle as the 

best location achieved for that particle in the first iteration 

(𝑡 = 1) [8]. 

 

𝐶𝑖,𝑏𝑒𝑠𝑡
∗ = 𝐿𝑖(𝑡), 𝑖 = 1, 2, 3, … 𝑑 (5) 

 

𝑐𝑜𝑠𝑡(𝐶𝑖,𝑏𝑒𝑠𝑡
∗ ) = 𝑐𝑜𝑠𝑡(𝐿𝑗(𝑡)) (6) 

 

The bellow equations are used for changing location and 

cost of each particle in the process iteration algorithm [8].  

 

{
𝑖𝑓 𝑐𝑜𝑠𝑡(𝐿𝑖(𝑡)) < 𝑐𝑜𝑠𝑡(𝐶𝑖,𝑏𝑒𝑠𝑡

∗ )

𝑒𝑙𝑠𝑒 𝑁𝑜𝑡 𝑐ℎ𝑎𝑛𝑔𝑒
⇒ 

{
𝑐𝑜𝑠𝑡(𝐶𝑖,𝑏𝑒𝑠𝑡

∗ ) = 𝑐𝑜𝑠𝑡 (𝐿𝑗(𝑡))

𝐶𝑖,𝑏𝑒𝑠𝑡
∗ = 𝐿𝑖(𝑡)

 𝑖 = 1, 2, 3 … 𝑑 

(7) 

 

buzzard Optimization algorithm for Feature Selection 

(BUZO-FS) for updating the location of each particle, we use 

the following equations [8]: 

 

𝐿1(𝑡) = 𝛼1𝐿(𝑡 − 1) + 𝛼2 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝐶𝑖,𝑏𝑒𝑠𝑡
∗ − 𝐶𝑖(𝑡

− 1)) 
(8) 

 

𝐿2(𝑡) = 𝐿1(𝑡) + 𝛽 ∗ 𝑟𝑎𝑛𝑑1 ∗ (𝐶𝑠(𝑡) − 𝐶𝑖(𝑡 − 1))

+ (1 − 𝛽) ∗ 𝑟𝑎𝑛𝑑2

∗ (𝐶𝑣(𝑡) − 𝐶𝑖(𝑡 − 1)) + 𝛾

∗ 𝑟𝑎𝑛𝑑1 ∗ (𝐶𝑔,𝑏𝑒𝑠𝑡
∗ − 𝐶𝑖(𝑡 − 1))

+ (1 − 𝛾) ∗ 𝑟𝑎𝑛𝑑2 ∗ (𝐶𝑔,𝑏𝑒𝑠𝑡
∗

− 𝐶𝑖(𝑡 − 1)) 

(9) 

 

𝐿𝑖(𝑡) = 𝐿𝑖(𝑡 − 1) + 𝐶𝑖(𝑡) (10) 

 

𝛼1: the inertia weighting factor, used in the insider path 𝛼2,
𝛽, 𝛾 define the training constant coefficient. rand1, rand2 are 

two random number which one of values is between [0 1] and 

have uniform distribution. Updating the ability vector each 

particle is defined in term of bellow equation [8]: 

 

𝐶1(𝑡) = 𝛼1𝐶(𝑡 − 1) + 𝛼2 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝐶𝑖,𝑏𝑒𝑠𝑡
∗ − 𝑙𝑖(𝑡

− 1)) 
(11) 

 

𝐶2(𝑡) = 𝐶1(𝑡) + 𝛽 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝐶𝑠(𝑡) − 𝐶𝑖(𝑡 − 1))

+ (1 − 𝛽) ∗ 𝑟𝑎𝑛𝑑
∗ (𝐶𝑣(𝑡) − 𝐶𝑖(𝑡 − 1)) + 𝛾 ∗
∗ (𝐶𝑔,𝑏𝑒𝑠𝑡

∗ − 𝑙𝑖(𝑡 − 1)) 

(12) 

 

𝐶𝑖(𝑡) = 𝐶𝑖(𝑡 − 1) + 𝐿𝑖(𝑡) (13) 

 

where, 𝛼1, 𝛼2, 𝛽, 𝛾  are determined experimentally by 

considering the problem.   

 

6.2 Fitness function 

 

In this stage of algorithms, we survey the fitness function 

and state which each particle how can be show fit solution. 
Each of the algorithm evaluation criteria can be used to 

examine the answers in the buzzard algorithm. In this paper, 

two evaluation criteria with formulas F1 and F2 are considered 

as objective functions by relationships 16, 17 whose purpose 

is to minimize their value for the optimization and 

classification problem. The results are given in the results 

section if each of them is considered as a target function. In 

most cases, the fitness function and the objective function are 

similar to each other, both of them minimizing or maximizing 

given fitness function.  

The fitness function gives us an indication of how the 

particles performance in the problem space. For example, if 

goal is minimization in a problem then the most appropriate 

particle is that, its objective function has the least value. This 

raw information is usually used as an intermediate step in 

determining the relative efficiency of particles in a buzzard 

algorithm. This function is used to convert the values of the 

target function to a measure for relative compatibility and 

efficiency with particle. fitness function values are considered 

positive. Therefore, in cases where the objective function 

value is negative, one of the fitness function tasks is doing 

positive these values. Slow and fast computation the fitness 

function can affect on the algorithm and make the algorithm 

being slow or fast. the amount of the fitness function is 

repeated in an algorithm frequently. After computing of the 

ability, the following sigmoidal function is applied to acquire 

a threshold from ability: 

 

𝑆(𝐶𝑖(𝑡)) =
1

1 + exp (−𝐶𝑖(𝑡))
 (14) 

 

and the binary position of each particle is state in term of 

relation follows: 

 

𝐿𝑖(𝑡) = {
1, 𝑖𝑓 𝜌𝑖 < 𝑠(𝐶𝑖(𝑡))
0, 𝑖𝑓 𝜌𝑖 < 𝑠(𝐶𝑖(𝑡))

 (15) 

 

where, ρi is a random number in the range [0, 1] and has 

uniform distribution. 
We implementation two components in the BUZO 

algorithm, one is definition of the particle and others is fitness 

function for evaluate the particle. These components have 

main role in implementation algorithm. Sake achieve our 

objective. The maximum number of features  is as the length of 

the particle, and the particle is getting a binary value randomly. 

the fitness function for this research states, the following 

equation. 

 

𝑚𝑖𝑛𝐹1(𝑥) = 𝑎1 (𝑛𝑜𝑟𝑚(𝐴𝑣𝑔(𝑥) − 𝐴𝑣𝑔(𝑦)))

+ 𝑎2(𝑛𝑜𝑟𝑚(𝐴𝑣𝑔(𝑤) − (𝑧))) + ⋯
+ 𝑎𝑘(𝑛𝑜𝑟𝑚(𝐴𝑣𝑔(𝛽) − 𝐴𝑣𝑔(𝛼))) 

(16) 

 

𝐹2(𝑥) =
𝑡𝑖𝑚𝑒

max (𝑡𝑖𝑚𝑒)
 𝑜𝑟 𝐹2

= 𝑏1 × 𝑡𝑖𝑚𝑒(𝑏1) + 𝑏2 × 𝑡𝑖𝑚𝑒(𝑏2)
+ ⋯ + 𝑏𝑘 × 𝑡𝑖𝑚𝑒(𝑏𝑘) 

(17) 

 
𝐹𝑇𝑜𝑡𝑎𝑙 = min(𝐹1 + 𝐹2)

= (1

− √|𝐴𝑣𝑔(𝐻)2 − 𝐴𝑣𝑔(𝐷)2|2)

+
𝑡𝑖𝑚𝑒

max (𝑡𝑖𝑚𝑒)
 

(18) 

 
a,b, is the number of selected features (NOSF), the sum of 

a+b is the maximum number of features. The structures of 

BUZO is shown in Figure 5. we using the F2 function because 

the system is straightaway and feasible. 
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Figure 5. Flowchart of BUZO algorithm [8] 

 

Table 4. Calculating mean features applied in the paper 15 images 

 
 Weight coefficient Features Skin healthy Skin cancer abs(m(He)-m(De)) Time 

1 a1 SIFT 0.3512 0.1518 0.1994 18.2121 

2 a2 SURF 95.9625 29.8290 66.1335 2.6360 

3 a3 KAZE 105.5005 34.5726 70.9278 2.1931 

4 a4 HOG 0.0725 0.0543 0.0182 1.6967 

5 a5 MSER 184.5486 79.5136 105.0350 2.9694 

6 a6 BRISK 140.2905 41.7016 98.5888 7.5930 

7 a7 LBP 0.0633 0.0214 0.0419 2.9878 

8 a8 GLCM 839.0787 263.7361 575.3426 1.6772 

8-a a9 Glcm Contrast 3.6527 2.0799 1.5728 1.6772 

8-b a10 Glcm Correlation 0.7739 0.2482 0.5257 1.6772 

8-c a11 Glcm Energy 0.5928 0.1301 0.4627 1.6772 

8-d a12 Glcm Homogeneity 0.9348 0.2962 0.6386 1.6772 

9 a13 𝜑1moment 3.8172 0.2502 3.5670 1.6368 

10 a14 𝜑2moment 0.1524 0.0088 0.1436 1.6368 

11 a15 𝜑3moment 3.2849 0.0026 3.2823 1.6368 

12 a16 𝜑4moment 2.4511 3.0558e-04 2.4508 1.6368 

13 a17 𝜑5moment 13.5048 -8.2186e-07 13.5048 1.6368 

14 a18 𝜑6moment -1.5459 -2.5920e-05 1.5459 1.6368 

15 a19 𝜑7moment 20.5737 -7.5698e-07 20.5737 1.6368 

16 a20 𝜑8moment -2.4607 -1.4243e-04 2.4605 1.6368 

 

Table 5. Calculating mean features applied in the paper 45 images  

 
 Weight coefficient Features Skin healthy Skin cancer abs(m(He)-m(De)) Time 

1 a1 SIFT 0.5127 0.5698 0.0571 53.1707 

2 a2 SURF 99.4751 98.4558 1.0193 2.1315 

3 a3 KAZE 104.8239 113.1301 8.3062 4.4007 

4 a4 HOG 0.1125 0.0952 0.0173 2.4853 

5 a5 MSER 120.3400 198.7244 78.3844 5.4425 

6 a6 BRISK 140.6136 149.2092 8.5956 20.6718 
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7 a7 LBP 0.0650 0.0656 5.5052e-04 5.5553 

8 a8 GLCM 868.9099 283.0093 585.9006  2.0101 

8-a a9 Glcm Contrast 2.0405 1.0383 1.0022  2.0101 

8-b a10 Glcm Correlation 0.7739 0.2901 0.4838  2.0101 

8-c a11 Glcm Energy 0.6519 0.1502 0.5017  2.0101 

8-d a12 glcmHomogeneity 0.9636 0.3148 0.6488  2.0101 

9 a13 𝜑1moment 0.2078 0.2565 0.0487 2.8510 

10 a14 𝜑2moment 0.0017 0.0073 0.0056 2.8510 

11 a15 𝜑3moment 0.0012 0.0018 5.2783e-04 2.8510 

12 a16 𝜑4moment 3.4811e-05 4.7550e-04 4.4069e-04 2.8510 

13 a17 𝜑5moment 2.6780e-09 1.0192e-07 9.9244e-08 2.8510 

14 a18 𝜑6moment 1.3458e-06 -9.7415e-07 2.3200e-06 2.8510 

15 a19 𝜑7moment -3.0258e-09 1.6707e-07 1.7010e-07 2.8510 

16 a20 𝜑8moment -1.7588e-05 -2.5366e-04 2.3607e-04 2.8510 

In Tables 4 and 5, the second column is the weighting 

coefficients of each feature obtained by the proposed buzzard 

algorithm. We calculate the average of the features obtained 

from each set of input images. We write these averages for 

healthy image and skin cancer image after we get it in the 

respective column. For example, the number shown in the surf 

feature row is averages 45 features of the healthy skin images 

and again the number shown in the next column is the average 

45 features of the skin cancer image. Just the sixth, these two 

numbers have gone deduce, which will use later. The last 

column is the time taken to get 45 features of the input image. 

Table 4 tests for 30 input images (15 healthy images and 15 

skin cancer images) and Table 5 tests on the 90 images (45 

healthy images and 45 skin cancer images). 

Different features use in the simulation this paper such as 

SIFT, SURF, KAZE, HOG, MSER, BRISK, LBP, GLCM, 

MOMENT features. In according to F1, F2 functions we select 

the three type features in the features selection stage. These 

three features are MOMENT, GLCM, SURF. in this paper for 

easily implementation use the SURF feature in simulation 

process, but can be use also MOMENT, GLCM features. 

 

6.3 Learning stage  

 

This section is training and testing for detecting skin cancer 

images. Since the main purpose of the article is to classify the 

skin image into healthy and cancer image classes, it is 

necessary use the learning method in term of feature vectors 

extracted from the set of training and testing. We use different 

classifiers like SVM, Decision Tree (DT), Na¨ıve Bayes (NB) 

and k-NN used to train and classification the selected feature. 

SVM has a Hyperplane that divides the set of positive and 

negative samples by the maximum margin. If we draw two 

parallel border plates to the categorization page and divide the 

two pages far enough to collide with the data. The category 

page that has the most distance from the border pages will be 

the best separator. SVM has best results in this case. 

 By using the kernel function can be the data points are 

transformed to the next space. This article uses linear SVM 

(SVM to linear kernel). An SVM uses a mechanism for 

specifying a spectral hyperplane separator of training data in 

which a core function transmits the data to the next space to fit 

this hyperplane onto the input data [67, 68]. Therefore, the 

right choice of a core function has a direct influence on SVM 

performance.   

The k nearest algorithm is a learning algorithm. this 

algorithm is used for estimate the distribution density function 

of training data and classification of test data than to training 

patterns. Its purpose is to find the best class for a data so that 

it has the least distance with its member of class.  

We use the feature selection methods by BUZO algorithm 

which select the best features and use the them on the entire 

dataset to keep the important and best features or to eliminate 

the irrelevant features. At the feature selection stage, remains 

the features which have high values than to threshold, but 

features which have below values than to threshold is deleted, 

then we use the classification method. so the trained model is 

exerted on the test set to specify images to the healthy skin 

image or cancer skin image classes. The flowchart of the 

BUZO methods is shown in Figure 5. 

The algorithm advantages and the convergence test of this 

algorithm are thorough explained in the study [8]. 

 

 

7. EXPERIMENTAL RESULTS 

 

In this section, BUZO method is compared with different 

feature selection methods and with IFAB method [69] based 

on the number selected features. classification accuracy also is 

specific. four variables used in the below equations; True 

Positive (TP), False Positive (FP), True Negative (TN) and 

False Negative (FN). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (19) 

 

The performance of BUZO is examined with several feature 

selection methods such as: ABC, PSO. This method is 

analyzed and show in simulation section tables. 

In this paper we used the skin cancer image dataset in 2 part 

A, B. The dataset contains 200 images for simulation. We 

study several feature extraction and method in this paper. It 

should be noted that some of the images in this article have 

been obtained from Internet sites trusted by dermatologists, 

and others have been obtained as actual data from hospitals. 

And according to the color and shape and skin lesions and light 

intensity, images are divided into two different categories and 

have different types of noise (Gaussian, impulse, etc.) and 

several unwanted cases (non-uniformity of contrast, the 

presence of air bubbles and gel in dermoscopy and body hair). 
We used two prepared two database, call them A taken from 

reference [70-72], and B which is taken from reference [73-

75]. Both are collected from recognized sources.  

Determining the extent of the lesion and in a way extracting 

the exact boundary between the lesion and the background is 

one of the primary and very effective parameters in the correct 

features extraction of image. Based on this extent, in each data 

set group, an attempt has been made to use these types of 

extent and volume of the skin. 

The length of feature vectors on A and B dataset methods 

are 532 and 684 and these features used in the simulation 
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section, respectively. Most Data Set Images Used for Training, 

80% of dataset is used for training and 20% for testing. The 

evaluation process will continue and repeat until the test 

section is fully implemented and run on all sections. Some 

parameters use for proposed methods, setting of parameters 

are, maximum iteration is 100, the population size is set to 100, 

both of C1and C2 are set to 2 [76, 77], and the parameter α is 

0.2. The flowchart of the proposed feature selection method 

and entire process algorithm is shown in Figure 6. 

 

 
 

Figure 6. Flowchart of proposed feature selection technique 

 

In Table 6, the classification accuracy BUZO feature 

selection is compared whit ABC and PSO feature selection 

method. In this feature selection methods, we use the three 

type classifier NB, DT and SVM on the A, B Dataset that 

reported in Table 1. the IFAB method is a combination two 

section, one of is ABC algorithm for the feature selection and 

second section is SVM classifier. ABC gets the best rank in 

the percentage of feature reduction and BUZO has second rank 

in the percentage of feature reduction but has firs rank in the 

selected feature accuracy, BUZO than to the PSO has a higher 

percentage of feature removal and show the performance 

BUZO classification accuracy is high to other applied 

classifiers. According to Table 1, is proved BUZO's 

superiority to PSO algorithm. Number of selected features 

element are 532 features. ABC select the 110 features element 

from the all features. Some features may be deleted in feature 

selection process. 

We implemented the proposed method on the B dataset. For 

comparing BUZO algorithm with other feature selection 

methods we using the ABC and PSO method and the results 

repot in Table 3. in feature removal item ABC has the best 

results and BUZO getting the second-best ranking but in the 

selected feature accuracy BUZO has best rating and PSO is as 

the second-highest-ranking method. It can be seen from table 

7 that the PSO in percentage feature reduction does not have 

good performs, the classification accuracy PSO is higher 

toward to the ABC accuracy. 

 

 

Input the images 
 of dataset 

Generation of feature vector 

Parameter setting and 
 generation of population 

Updating the location and ability of 

particles 

Evaluation (fitness function) using F1, F2 
functions 

Stopping criteria 

is reached 

Select the best particle as 

 the best selected features

No 

yes 

start 

 

Adjusting of weight 

coefficients 

stop 

  

Evaluation of learning method on the 

selected features 
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Table 6. Classification accuracy by ABC, PSO, BUZO optimization ways on A dataset 

 
Measure feature selection by using Optimization algorithm 

 ABC PSO BUZO 

 NB DT IFAB NB DT SVM NB DT SVM 

No. of 

selected 

features 

110 180 170 

Selected 

feature 

Accuracy 

(%) 

56.02±0.18 58.03±0.25 62.02±1.02 67.81±0.74 70.83±1.05 73.09±1.03 75.93±0.12 79.65±0.05 84.04±0.2 

Reduction 

in 

Feature 

(%) 

79.32 66.16 68.04 

No. of 

primary 

features 

532 

Increase in 

Accuracy 

(%) 

0.6 

decrease 

0.5 

increase 
4 increase 

10.06 

increase 

14.23 

increase 

17.64  

increase 

16.93 

increase 

18.81 

increase 

25.71 

increase 

 

Table 7. Classification accuracy by ABC, PSO, BUZO optimization ways on B dataset 

 
Measure feature selection by using Optimization algorithm 

 ABC PSO BUZO 

 NB DT IFAB NB DT SVM NB DT SVM 

No. of 

selected 

features 

148 288 262 

Selected 

feature 

Accuracy 

(%) 

63.81±0.8 65.01±0.73 67.97±1.64 71.06±0.03 74.87±0.36 75.98±1.61 81.03±1.79 84.06±2.11 89.64±2.32 

Reduction 

in 

Feature 

(%) 

78.37 57.09 61.69 

No. of 

primary 

features 

684 

Increase in 

Accuracy 

(%) 

0.4 

decrease 

0.5 

increase 

3.96 

increase 

6.14 

increase 

9.76 

increase 

11.04 

increase 

15.82 

increase 

17.02 

increase 

23.08  

increase 

 

Table 8. Comparing methods on A and B dataset on based on (a) classification accuracy and (b) running time 

 
Dataset ABC-NB ABC-DT k-NN IFAB BUZO 

(a) Classification accuracy (%) 

A 56.02±0.18 58.03±0.25 60.47±2.73 62.02±1.02 84.04±0.2 

B 64.81±0.8 65.01±0.73 67.03±1.21 67.97±1.64 89.64±2.32 

(b) Running time (in ms) 

A 343.6 302.6 239.63 321.03 263.16 

B 323 272.83 208.76 293.8 217.34 

 

Figure 7 shows the performance of BUZO feature selection 

on the three type classifiers DT, NB, SVM and show their 

feature selection accuracy. the SVM classifier has best 

performance to the rest. 

In the method without using the feature selection, there are 

many features in the image that some are important and some 

features are not important, but in the calculation process, it is 

used that increases the computational load and this is a major 

problem of these methods and causes Reduces the 

implementation process of the program and increases its 

execution time, which is not used for practical and real-time 

tasks due to the slowness of this method. Naturally, without 

using the methods of feature selecting the computational 

complexity of the algorithms used and the time spent to find 

the features of the data images, be high. it becomes more time 

consuming, costly, and impractical, and they have a lot of 

computational complexity. However, in the feature selection 

method, these defects have been eliminated. The issue of 

feature selection is one of the topics of machine learning as 

well as statistical pattern recognition. This is important in 

many applications (such as classification) because there are 

many features in these applications, many of which are useless 

or have little information load. Deleting these features does not 

cause any problems with the information, but increases the 
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computational load for the intended program. And as time 

goes on, besides, we also store a lot of useless information 

along with useful data. Different methods of feature selection 

try to find the best subset of the candidate subset. In all of these 

feature selection methods, based on the application and type 

of definition, a subset is selected as the answer, which can 

optimize the value of a fitness function. 

 

 
 

Figure 7. the performance of BUZO feature selection method 

on several classifiers 

 

 
 

Figure 8. Comparison of the classification accuracy applied 

ways on A 
 

 
 

Figure 9. Comparing of the classification accuracy applied 

methods on A and B dataset 

 

 
 

Figure 10. A comparison of several ways on the number of 

selected features in the two groups 

 

Several classifiers with together are compared in Table 8, 

such as ABC-NB, ABC-DT, k-NN [78], and IFAB [53, 69] in 

on both of A and B based on classification accuracy and 

running time. BUZO use the SVM classifier in this test. 

By using the new fitness function in proposed methods, we 

acquire best performance and classification accuracy on the 

used dataset. The k-NN approach has simple construction and 

classification, this method has the minimum running time. 

BUZO method has the second-best method after the k-NN 

approach in the running time and running time proposed 

method is lower than to IFAB method, because two reasons: 

one reason is in BUZO algorithm search property is fast and 

second reasons is BUZO algorithm inertia weight is suitable. 

and the convergence is towards the global best solution in each 

of states. BUZO algorithm have three states and always we 

select the global best solution in the each of states. the 

classification methods results applied in this paper on A and B 

dataset are depicted in Figure 8 and 9 respectively. 

In Table 9 we show number of used features by feature 

selection methods and compare them on A and B datasets. the 

proposed BUZO method selects large features than to the rest 

feature selection methods. For achieve best solution and 

important feature elements and helps to raise performance 

classification we proposed New fitness function in BUZO 

algorithm. According to the Number of selected features any 

methods can infer the classification accuracy. Output results 

Table 6 is displayed in Figure 10. 

BUZO algorithm method can be control the exploration and 

exploitation search ways in the search space and process, and 

is main features of proposed model and this result is proved in 

the simulation results thus this method is effective. 

 

Table 9. Comparison of several feature selection methods on 

both A and B based on number the selected features 

 
Dataset Feature selection method 

 ABC-NB ABC-DT ABC-SVM BUZO 

A dataset (532) 110 110 110 170 

B dataset (684) 148 148 148 262 

 

 
8. CONCLUSIONS 

 

In this article, a novel method is proposed for feature 

selection of input images in term of BUZO optimization 

procedure. The BUZO method utilizes and adapts to inertia 

weight by using fitness function and diversity parameters 

during the optimization process. This way is studied on feature 

vectors which extracted by several feature extraction approach 
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on the two group A and B skin dataset (healthy and skin cancer 

image). By comparing this feature selection method than to 

other feature selection methods can be realized which 

proposed methods had the best performance. However, the 

BUZO feature selection method selects many features 

compared to the rest feature selection procedure, but the effect 

of selected features is important in the optimization process. 

In this proposed method classification accuracy is proved on 

the selected feature and this specific’s method shows the 

superiority it. In terms of selected features, the classification 

task is done. The BUZO algorithm has good results in global 

optima achievement and fast convergence. 
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