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 Cryotherapy and immunotherapy are two common methods to treat warts. This paper aims to 

determine which treatment methods is more effective in curing common types of warts. For 

this purpose, the author designed a convolutional neural network (CNN) to predict the 

effectiveness of wart treatment methods. The cryotherapy and immunotherapy datasets were 

randomly amplified by data mining rules, and represented as 2D grayscale pseudo images. The 

results show that the CNN with data mining can effectively predict the wart treatment effects; 

cryotherapy treatment is better than immunotherapy in curing common types of warts. This 

research is the first to combine CNN and data mining in predicting the treatment effects of 

warts. 
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1. INTRODUCTION 

 

Warts are known as infectious disease of the skin caused by 

HPV [1]. They may grow on all part of the body and especially 

are rough, hard and skin color. Although the warts have 

structural differences such as appearance, color and size 

according to the region, they are generally categorized in four 

types as common, plantar, flat and genital [2, 3]. The plantar 

and common warts are the most common types of them in the 

society and cryotherapy and immunotherapy methods are 

commonly used for the treatment of these species [4]. 

Cryotherapy is a simple and efficient method widely used 

for a long time and known as ice treatment. In this method, a 

probe point is cooled with the help of liquid nitrogen or carbon 

dioxide. Then, it is applied to compromise on the formation 

and provides the body to fight the virus. It may cause some 

adverse effects such as pain, color change on the skin and skin 

spots and it also take a long time on procedure of treatment [5-

8]. Immunotherapy is a new method in comparison with 

cryotherapy. It is aimed to activate immune system of the 

patient to destroy warts with this method. For this purpose, an 

agent which the body shows allergic response is usually 

applied on the wart to wipe out it by activating the immune 

system [9-12]. 

It is crucial to predict convenient treatment method by 

utilizing disease and patient for physicians. For this purpose, 

computer based decision support systems have long been used 

in order to help medical experts to make decision and select 

more suitable treatment method. There are some studies of 

computer assisted precision trying to predict success of wart 

treatment method on plantar and common warts by using the 

same dataset created by cryotherapy and immunotherapy 

methods in literature. In the first study, Khozeimeh et al., 

created the dataset conducting on 180 patients. The 90 patients 

were treated by cryotherapy method and the others with 

immunotherapy method randomly. Then, they proposed a 

fuzzy logic rule-based system to predict treatment method and 

observed prediction accuracy on cryotherapy as 80.7 % and 

immunotherapy as 83.33 % [13]. On the next study of them, 

T-test and chi-square test were used to extract statistical results.  

But, none of notable statistical difference were observed 

between groups. They finally reported that the immunotherapy 

method is more impressive than cryotherapy method based on 

it needs fewer sessions and capable of treating distant warts 

[14]. In the study of Akben, the decision tree-based algorithm 

was used to predict the success of wart treatment methods. He 

transformed decision tree rules into visual images as a function 

of patient age and the time elapsed since disease onset. The 

results of the study were compared with well-known 

classification methods and it was emphasized that the highest 

prediction results were obtained as 94.4 % on cryotherapy 

dataset and 90 % on immunotherapy dataset [15]. Tanyıldızı 

et al., were compared the performance of the classification 

algorithms on the same cryotherapy and immunotherapy 

dataset. They indicated that the K-Star algorithm is the best 

choice as the performance of 96.66 % on the selection of 

cryotherapy treatment method and the Random Forest 

algorithm is the choice as the performance of 85.55 % on the 

selection of immunotherapy treatment method [16].  

In this work, Convolutional Neural Network (CNN) with 

data mining is used to predict the most convenient treatment 

way on plantar and common types of warts using cryotherapy 

and immunotherapy methods. The data mining rules were 

performed to randomly enlarge both of the dataset cryotherapy 

and immunotherapy. With the help of this method, the 

numerical data are represented as visual images. To the best of 

author knowledge, it is the first study on data mining 

combining with CCN to predict the treatment method success 

as percentage. The results of the study are also compared with 

previous studies which used same cryotherapy and 

immunotherapy dataset. 

 
 

2. MATERIALS 
 

The datasets used in the study created by Khozeimeh et al., 

in the dermatology clinic of Ghaem Hospital in Mashhad from 

January 2013 to February 2015 with plantar and common 
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warts. The first dataset consists of six features and one result 

collected from 90 patients treated by cryotherapy method 

(with liquid nitrogen). The second one has seven features and 

one result collected from 90 patients treated by 

immunotherapy method (with candida antigen). The related 

datasets are given in Table 1, detailed. Both of the them are 

randomly collected from 180 patients consulted on 

dermatology clinic. Also, the datasets are available in the web 

site of UCI Machine Learning Repository as open-access 

under the headings of Cryotherapy Dataset [17] and 

Immunotherapy Dataset [18]. 

 

Table 1. The detailed cryotherapy and immunotherapy datasets 

 
Cryotherapy Dataset Immunotherapy Dataset 

Features Values Mean ± SD Features Values Mean ± SD 

Gender (47 man, 43 

woman) 

man is "1"  

woman is "2"  
 

Gender (41 man, 49 

woman) 

man is "1"  

woman is "2"  
 

Age (year) 15-67 28.6 ± 13.36 Age (year) 15-56 31.04 ± 12.23 

Time elapsed before 

treatment (month) 
0-12 7.66 ± 3.4 

Time elapsed before 

treatment (month) 
0-12 7.23 ± 3.10 

The number of 

warts 
1-12 5.51 ± 3.57 

The number of 

warts 
1-19 6.14 ± 4.2 

Types of wart 

(Count) 

Common is "1" 

Plantar is "2"  

Both of them is "3" 

 
Types of wart 

(Count) 

Common is "1"  

Plantar is "2"  

Both of them is "3" 

 

Surface area of the 

warts (mm2) 
4-750 85.83 ± 131.73 

Surface area of the 

warts (mm2) 
6-900 95.7 ± 136.61 

   
Induration diameter 

of initial test(mm) 
5-70 14.33 ± 17.22 

Result Values Result Values 

Response to 

treatment 

YES is equal "1" and 48 of them are "1" 

NO is equal "0" and 42 of them are "0" 

Response to 

treatment 

YES is equal "1" and 71 of them are "1" 

NO is equal "0" and 19 of them are "0" 

 

 
 

Figure 1. Primary images of cryotherapy dataset on class-1 

 

 

3. METHODS 
 

3.1 Data mining 

 

The cryotherapy and immunotherapy datasets used in the 

study have two results Class-1 and Class-0. Class-1 is 

represent the success of treatment methods and Class-0 is 

failure of them. Cryotherapy dataset consists of 48 samples of 

Class-1 and 42 samples of Class-0 with 6 features. 

Immunotherapy dataset composes of 71 samples of Class-1 

and 19 samples of Class-0 with 7 features. Figure 1 shows the 

primary image extractions of cryotherapy dataset on Class-1 

as a sample to prevent confusion. The cryotherapy dataset of 

Class-1 (48x6) was randomly partitioned to small ones (6x6). 

Then, each of these small ones converted to create grayscale 

primary images of Class-1 and 8 different primary images (6x6 

image) were obtained seen on Figure 1. Similarly, 7 different 

primary images were formed on cryotherapy dataset of Class-

0. The same way, 10 different primary images on 

immunotherapy dataset of Class-1 and 2 different primary 

images on immunotherapy dataset of Class-0 were extracted. 

But, to be create similar structure of primary image on 
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immunotherapy dataset (7x7 image), 1 and 5 residual samples 

were randomly discarded from Class-1 and Class-0, 

respectively.  

Classifiers provides much more accurate results feeding 

with much more input data [19, 20]. For this purpose, input 

dataset has to be enlarged using data mining techniques to 

supply and implement classifiers [21, 22]. In the study, pseudo 

images were derived from primary images shown in Figure 2 

as a sample. Each of the 6x6 pseudo image is one of the 

permutations of primary images on cryotherapy dataset. All 

possible 720 different pseudo images were obtained from first 

primary image (IMAGE-1) of cryothera py dataset on Class-1. 

A total of 5760 (720x8) pseudo images are created on all 

cryotherapy dataset of Class-1 and 5040 (720x7) pseudo 

images on all cryotherapy dataset of Class-0. Also, each of the 

7x7 pseudo image is one of the permutations of primary 

images on immunotherapy dataset. A total of 50400 (5040x10) 

pseudo images are created on all immunotherapy dataset of 

Class-1 and 10080 (5040x2) pseudo images on all 

immunotherapy dataset of Class-0.  

 

 
 

Figure 2. Pseudo images of the first primary image (image-1) on cryotherapy dataset of class-1 

 

 
 

Figure 3. The concept of CNN model 

 

3.2 Convolutional Neural Network (CNN) 

 

Convolutional Neural Network (CNN) is a deep learning 

feed forward artificial neural network model.  It has marked a 

new epoch in computer vision, classification and machine 

learning in recent years and it is forceful in pattern recognition 

of image. It uses unique features that make a subject to 

distinguish the image given such as on the insight of visual 

cortex of brain [23-25]. CNN performs the input data on three 

major layers that are convolutional layer, pooling layer, and a 

fully connected layer seen on Figure 3. The convolutional 

layer is the basic layer of CNN responsible to extract unique 

features of image such as the edges, lines and corners. With 

this mind, CNN uses filters which are the matrix to be 

convolved with the pixels of image [16]. The pooling layer is 

known as down-sampling layer and used to reduce dimension 

of features. So, this layer minimizes computational complexity 

and overfitting [26, 27]. Then, the fully connected layer is 

performed to compute class scores. 

Two types activation function gives the best results for 

speed of network training Rectifier (ReLu) and Softmax is 

used in the study. 
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Rectified Linear Activation Unit (ReLU): There is common 

practice to apply an activation function after each 

convolutional layer. ReLU provides nonlinearity to the 

network structure given in Eq. 1 [25, 27]. 

 

𝑓(𝑥) = {
𝑥,         𝑥 > 0

0, 𝑥 < 0
                       (1) 

 

Softmax: This function is used to compute the probability 

of the k output class. The related equation of softmax is 

represented in Eq. 2. 

 

𝑝𝑗 =
𝑒

𝑥𝑗

∑ 𝑒𝑥𝑘𝑘
1

        𝑗 = 1, … 𝑘                (2) 

 

where, x is the input of the net. The values of the output are in 

the range of 0 and 1 and their summation is 1 [25].  

The CNN architecture used in the study has included one 

convolution layer with the kernel size as 5 in different number 

of kernel numbers from 1 to 30. Moreover, the maximum 

pooling layer kernel size was 3 and the stride number was 

chosen as 2.   

The classification performances of CNN were obtained with 

the given formula in (3) and (4). 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓. 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑁) =
∑ 𝑎𝑠𝑠𝑒𝑠𝑠(𝑛𝑖)

|𝑁|
𝑖=1

|𝑁|
,      𝑛𝑖 ∈ 𝑁      (3) 

 

𝑎𝑠𝑠𝑒𝑠𝑠(𝑛) = {
1      𝑖𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝑛) = 𝑛𝑐
0     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   

        (4) 

 

where, N is the set of data items to be classified (the test set), 

n ϵ N, nc is the class of the item n, and classify(n) returns the 

classification of n by CNN. 

Also, the sensitivity (SENS) which is the proportion of 

correctly classified Class-1 and specificity (SPEC) which is 

the proportion of correctly classified Class-0 values were used 

to test the performance of proposed CNN model shown in the 

equations of 5 and 6 [28]. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                        (5) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                       (6) 

 

True positive (TP) is known as the count of correctly 

classified Class-1, true negative (TN) is the count of correctly 

classified Class-0, false positive (FP) is the count of 

incorrectly classified Class-1, and false negative (FN) is the 

count of incorrectly classified class-0 [28]. The traditional 

50 % training and 50 % test set was selected. 

 

 

4. RESULTS AND DISCUSSION 

 

In this study, the proposed CCN with data mining method 

is validated on cryotherapy and immunotherapy datasets to 

predict most convenient treatment way on plantar and 

common types of warts. Cryotherapy dataset 48 samples of 

Class-1 and 42 samples of Class-0 with 6 features collected 

from 90 patients, randomly partitioned 6x6 pieces and 

grayscale primary image. Then, each one of these images 

enlarged subsamples and 5760 pseudo images on Class-1 and 

5040 pseudo images on Class-0 were created. In the same way, 

immunotherapy dataset 71 samples of Class-1 and 19 samples 

of Class-0 with 7 features collected from 90 patients, randomly 

partitioned 7x7 pieces and each of the pieces converted 

grayscale primary image. At the end, 10080 different pseudo 

images on Class-0 and 50400 different pseudo images on 

Class-1 were extracted. Also, immunotherapy dataset on 

Class-0 with 19 samples were randomly split maximum 2 

pieces of 7x7 primary image size and Class-1 with 71 samples 

were randomly split maximum 10 pieces of 7x7 primary image 

size. For this reason, 5 residual samples were discarded from 

Class-0 and 1 from Class-1. Finally, the proposed CNN 

structure was executed to obtain performance results on both 

of the pseudo images of cryotherapy and immunotherapy 

datasets and the performance results were given in Table 2.  

 

Table 2. The performance results of CNN 

 
Methods (CNN) % Cryotherapy Immunotherapy 

Accuracy 99.38 97.67 

Sensitivity 100 99.56 

Specificity 98.89 97.46 

 

The performance result of cryotherapy dataset is clearly 

more (1.71 % classification accuracy) and better than 

immunotherapy dataset seen on Table 2, although the total 

pseudo images of immunotherapy (60480) are 5.6 times more 

than cryotherapy (10800). It can be said that the cryotherapy 

treatment method is more convenient on plantar and common 

types of warts thanks to the proposed structure. Also, the 

mandatorily discarded datasets of immunotherapy from Class-

0 (5 residual samples) and Class-1 (1 residual sample) maybe 

effect the results of immunotherapy performances.  

 

Table 3. The comparison of classification accuracies on the 

same cryotherapy and immunotherapy datasets 

 

Study Method 

Classification Accuracy (%) 

Cryotherapy 

Dataset 

Immunotherapy 

Dataset 

[13] Fuzzy-logic 80.7 83.33 

[14] T-test and chi-

square test 
56.7 76.6 

[16] Decision tree 94.4 90 

[16] K-Star and 

Random forest 
96.6 85.55 

This 

study 

CNN with data 

mining 
99.38 97.67 

 

Furthermore, the number of primary images of 

immunotherapy dataset on Class-0 may be increased by 

replacing randomly selected 2 different 7x7 matrices rows 

using 5 residual samples. But, the idea of primary image is lost 

this time. In addition, if immunotherapy dataset had been more 

balanced samples on Class-0 and Class-1 such as cryotherapy 

dataset, the results could be better. The proposed approach 

results were also compared with the other study results on the 

literature before given in Table 3.  

From Table 2 and 3, the classification accuracies were 

obtained with proposed CNN structure as 99.38 % and 

97.67 % for cryotherapy and immunotherapy methods, 

respectively. The success rate of proposed structure is 2.78 % 

higher than the nearest previous study for cryotherapy and 

7.67 % immunotherapy. It can be said that the proposed 

approach is superior than the others to predict the best 

treatment way on plantar and common types of warts using 

cryotherapy and immunotherapy treatment methods. Also, the 
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immunotherapy classification accuracies of Ref. [13] and [14] 

are higher than cryotherapy but Ref. [15] and [16] are vice 

versa. According to this study results, cryotherapy treatment 

method may be the best choice.  

 

 

5. CONCLUSIONS 

 

This work aimed to predict the best treatment way on 

plantar and common types of warts using cryotherapy and 

immunotherapy treatment methods and improve the results of 

previous studies on the same goal. For his purpose, 2-D 

grayscale pseudo images of cryotherapy and immunotherapy 

datasets were created by data mining method and the 

classification results are obtained by proposed CNN structure. 

The results showed that this study on cryotherapy and 

immunotherapy datasets is the best of all the study on the 

literature before. It is clearly said that the CCN structure with 

data mining method is the best choice to predict wart treatment 

way. Also, the cryotherapy results are pretty higher than 

immunotherapy. Therefore, it would be better choice for 

physicians to utilize cryotherapy treatment method on plantar 

and common types of warts. In addition, the proposed 

approach is used in the literature first and it can be used as pre-

decision support system for physicians on the other medical 

treatment methods.  
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