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Agriculture, a pivotal sector in the Indian economy, plays a crucial role in national 

development. A significant challenge within this domain is the detection of crop diseases, 

with brown spot, leaf blast, and bacterial blight being prevalent afflictions in rice crops. This 

study presents an innovative approach, integrating Gray-level Co-occurrence Matrix 

(GLCM) and Intensity-Level Based Multi-Fractal Dimension (ILMFD) for feature 

extraction in disease identification. The efficacy of this integrated technique was evaluated 

through a comparison with various classifiers. Specifically, the Artificial Neural Network 

(ANN), Support Vector Machine (SVM), and Neuro-Genetic Algorithm (Neuro-GA) were 

employed to ascertain their precision in disease detection. It was observed that the 

combination of GLCM and ILMFD with the Neuro-GA classifier achieved an accuracy 

exceeding 90%. Remarkably, when paired with the SVM classifier, this integrated approach 

yielded a precise accuracy of 96.7% in detecting brown spot disease in rice. These findings 

not only validate the effectiveness of the GLCM and ILMFD methods in feature extraction 

but also highlight the superior performance of the SVM classifier in crop disease detection. 

This research contributes significantly to the field, offering a robust solution for accurate 

disease diagnosis in rice crops, thereby aiding in the sustainable management of agricultural 

practices. 
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1. INTRODUCTION

India boasts some of the world's largest rice fields. It is 

renowned for its extensive rice growing. Rice agriculture has 

a crucial role in India's economy. Historians claim that the 

cultivated variant of this plant originated in the foothills of the 

Eastern Himalayas. Subsequently, it was disseminated to more 

nations, including Burma, Thailand, and Vietnam [1]. Rice is 

widely recognized as a highly significant staple crop. It is also 

considered the second most productive cereal in the world, 

following wheat. India is anticipated to have a surge in 

population and a growing demand for rice, which would 

consequently necessitate enhanced food security measures and 

heightened agricultural output. Regrettably, illnesses have the 

potential to inflict damage upon the agricultural produce of a 

nation. Plant disease control is more complex due to multiple 

variables. These factors encompass the rising need for secure 

and nourishing sustenance, the exhaustion of ecological assets, 

and the rivalry over scarce land resources. Monocultures and 

agricultural intensification are responsible for the growing 

threat of disease outbreaks [2]. Detecting the initial phases of 

a botanical ailment is crucial to preempt its detrimental impact 

on agricultural yields. Tian introduced a sophisticated 

technique for identifying diseases in rice crops by utilizing a 

computer vision system. The researchers employed a range of 

sophisticated methodologies, including neural networks, 

machine learning, and image processing, to detect and classify 

plant illnesses [3]. A visual method for recognizing different 

types of rice illnesses based on their distinct leaf texture 

characteristics. The objective of this study is to present the 

principles of image processing for the categorization of plant 

diseases [4]. 

An inherent drawback of the existing classification systems 

is their lack of generalizability. Consequently, their ability to 

recognize a specific disease is limited to the extent of their 

training on a particular dataset [5]. After successfully 

recognizing a rice plant disease, the model had an accuracy 

rate of 90%. However, subsequent exposure to varying 

conditions resulted in a decline in its accuracy, so casting 

doubt on its utility. This is a significant factor contributing to 

the diminished precision of the outcomes. Presently, this 

endeavor suffers from a want of a deep learning-based solution 

capable of discerning various forms of diseases in rice plants. 

The identification of diseases is a crucial aspect of 

agricultural research since it enables accurate diagnosis and 

monitoring of crop conditions on a farm. The objective of this 

study is to enhance the efficacy of the image-based detection 

system by investigating several rice leaf diseases [6]. The 

primary goals are to create an automated system that use image 

processing and machine learning approaches to detect and 
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classify diseases affecting rice leaves. This study included two 

feature extraction techniques and three classification 

algorithms to accurately identify and categorize various types 

of rice illnesses. The available classifiers are Artificial Neural 

Networks (ANN), Support Vector Machines (SVM), and 

Neuro-Genetic Algorithms (Neuro-GA). The Support Vector 

Machine (SVM) algorithm, known for its high accuracy in 

disease prediction, offers significant benefits in disease 

detection. 

 

 

2. LITERATURE WORK 

 

Precise identification of illnesses affecting rice crops the 

diligent work of numerous prominent academics in recent 

years has transformed it into a highly promising field for 

further investigation. The progress in image processing and 

machine learning methods for detecting rice diseases has been 

substantial. Researchers have been able to determine the 

specific diseases that are most likely to arise and spread [7-9]. 

The process commences with the pre-processing of the 

dataset. The GLCM, histogram of oriented gradients (HoG), 

and color moments are employed to extract the colors and 

textures. The features are subsequently merged to create 

hybrid ones [10]. Effective multivariate analysis necessitates 

appropriate preparation of near-infrared (NIR) data due to the 

presence of unforeseen elements including light scattering and 

background noise [11]. Feature extraction is a method that 

reduces the dimensionality of data. The objective is to identify 

the most pertinent information from the primary source and 

display it in a space with fewer dimensions [12, 13]. Gavhale 

suggested the conversion of color spaces, improvement of 

image quality, and segmentation of the region of interest. The 

analysis of plant leaves' severity and defect areas is conducted 

using K-means clustering. The system also employs GLCM 

techniques to extract texture characteristics and employs SVM 

for classification, achieving a 96% accuracy rate [14]. Ahamad 

and Shahid [15] propose a novel technique for extracting 

characteristics from an image. It integrates the proficiency of 

principal component analysis (PCA) and multi-dimensional 

dimension analysis (MFD). The proposed strategy utilizes the 

optimal decisions made by both methods, resulting in a high 

level of accuracy and efficiency [15]. The GLCM utilizes the 

following features: correlation, entropy, angular second 

moment, and inverse difference. The study findings indicate 

that these characteristics exhibit a high level of precision and 

are highly effective for applications involving image 

recognition [16].  
 

Table 1. Summary of different methods proposed for identification and classification leaf disease 
 

R.N Author Work Dataset Result Techniques 

[14] 
Gavhale et al. 

(2014) 

Identify an unhealthy area of citrus 

vegetation using image processing 

techniques 

200 images for 

training 

100 images for testing 

96% accuracy achieved GLCM, SVM 

[17] 

Gajula Ramesh 

and Ramu 

(2020) 

Detection of plant diseases is carried 

out using GLCM feature extraction. 

SVM and ANN involves to classify 

1000 images dataset 

86% accuracy using SVM 

and 96% accuracy using 

Back- Propagated ANN 

GLCM, SVM, 

& ANN 

[18] 
Harakannanavar 

et al.(222) 

Different images of tomato leaves with 

six problematic features were used in 

the experiments to detect leaf diseases 

600 data samples 
88% of Accuracy using 

SVM 

GLCM, PCA 

& SVM 

[19] 
Abusham 

(2021) 
Identify alfalfa diseases in leaves 

100 images of each 

disease 

90% accuracy by using 

K-Means clustering and 

the local binary pattern. 

K-Means, 

LBP, KNN 

[20] 
Parikh et al. 

(2019) 

Identify and estimate the stage of a 

cotton plant disease using images 

150 images for 

training and 40 

images for testing 

Achieve an accuracy of 

82.50% 
KNN 

[21] Babu (2019) 
Identify plant disease using image 

processing 
- 

95.63% linear SVM 

94.23% RBF 

95.87 polynomial SVM 

SVM 

[22] 

Jasim and AL-

Tuwaijari 

(2020) 

Classify the plant leaf diseases such as 

potatoes, tomatoes, and pepper 

20636 images of plant 

and their diseases 

achieve an accuracy of 

98.29% 
CNN 

[23] 
Jiang et al. 

(2020) 

Identification and forecasting of rice 

diseases 

8911 rice leaf dataset 

 

The correct rate of 

recognition is 96.8% 

CNN, SVM 

 

[24] 
Chaudhary and 

Kumar (2022) 

Detection and classification of the 

brown spot rice disease 

1408 images for 

training 

603 images for testing 

82% accuracy using 

SVM,95% accuracy using 

CNN 

SVM, CNN 

[25] 
Chaudhary and 

Kumar (2023) 

Develop automated system to detect 

rice disease and achieve higher 

accuracy 

3355 leaves dataset 

used 

Combination of ILMFD 

and TWSVM achieve 

higher accuracy 

GLCM, 

ILMFD, 

ANN, SVM, 

TWSVM 

[26] 
Shrivastava and 

Patidar (2022) 

Design decision support system to 

identify rice diseases 

5932 image dataset 

used 

92.4% accuracy achieved 

using SVM while 99.5% 

accuracy using ANN 

SVM, ANN 

[27] 
Prakash et al. 

(2017) 
Identify and classify leaf diseases 

60 images of citrus 

leaves 
90% accuracy achieved GLCM, SVM 

 
Proposed 

methodology 

Combines the GLCM features with the 

ILMFD features and classify using 

ANN and Neuro-GA 

Healthy leaves 1488 

Brown spot 523 

Integrated method 

(GLCM & ILMFD) 

features using SVM 

achieves higher accuracy 

of more than 90% 

GLCM 

ILMFD 

ANN 

Neuro-GA 
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Plant diseases are detected through the utilization of a 

GLCM feature extraction technique. This entails utilizing a 

conventional SVM algorithm to extract the characteristics of 

the leaf. Regrettably, this strategy is capable of attaining an 

accuracy rating of approximately 87%. By employing artificial 

intelligence through a back-propagated artificial neural 

network (ANN), this technique can attain an impressive 

accuracy of 96% [17]. 

After extracting relevant features from objects, they are then 

transformed into feature vectors, which are used by classifiers 

to identify the output of the given input. By looking at these 

vectors, a classifier can easily distinguish between different 

classes. The various descriptors used for the extraction of the 

tomato leaves included the principal component analysis 

(PCA) and GLCM. The features that were extracted were then 

classified using SVM, and the predicted model was tested with 

an accuracy of 88% [18]. The proposed system was able to 

identify alfalfa diseases with up to 90% accuracy by using K-

means clustering and the local binary pattern (LBP). The KNN 

method will then be used to classify the various types of 

diseases that are prevalent in this area. These include the 

fungus and pest diseases, red spider, and leaf minor [19, 20]. 

A system was developed that uses image processing to identify 

plant diseases. They used various techniques to demonstrate 

their accuracy, such as F-1, recall, accuracy, and precision. 

The accuracy of the SVM linear kernel is at 95.63%, while the 

RBF and SVM polynomial kernels are at 94.23% and 95.87%, 

respectively. SVM polynomial kernels are the most accurate 

method for classification [21]. The CNN network was utilized 

to classify the plant leaf diseases. There were 15 classifications, 

and 12 of them were for the diseases of different kinds of 

plants, such as fungi and bacteria, achieving an accuracy of 

98.29% for the classifications [22]. Jiang et al. [23] use CNNs 

to extract the various features of the rice leaf disease. Then, we 

use SVM to classify and predict the disease. The correct rate 

of recognition for the rice disease model is 96.8%. The study 

covers the research outcomes using CNN and SVM for 

classifying rice disease. The accuracy of CNNs at identifying 

and measuring rice diseases was 95%, while that of SVM was 

82% [24]. 

To achieve the highest accuracy for rice diseases, the two 

feature extraction methods used were the GLCM and ILMFD 

with three different classifiers, namely the ANN, SVM, and 

Twin support vector machine (TWSVM) [25]. The paper 

presents a framework that includes the use of various 

extraction methods. These include canny edge detection, grid 

color movement, and texture analysis. The extracted features 

are then combined with the training vector for the two ML 

algorithms, namely the SVM and ANN [26]. A method is used 

to identify and classify leaf diseases. The first step is to 

segment the diseased part using K-Means segmentation, 

followed by the extraction of GLCM texture features and the 

classification using SVM [27]. 

The findings of this literature review, shown in Table 1, 

inspired us to develop a method for detecting rice diseases 

using an automatic detection system. The most notable 

characteristic of this approach is its ability to maintain a 

remarkable efficiency rate of 96.4%, which serves as a 

resounding endorsement of our methodology. The method 

utilized in this study, which is an integrated approach for 

feature extraction using the GLCM and ILMFD methods, and 

classification with SVM methods, exhibited a higher accuracy 

level. This shows the worth of this approach. The paper also 

highlighted several limitations in the literature regarding the 

various techniques used by different researchers. It also 

highlighted the limitations regarding the generalization of the 

classification techniques. The literature has not been able to 

provide a comprehensive overview of the conditions and 

datasets that are involved in the classification process. Gaps in 

the existing literature make it impossible to identify multiple 

rice plant diseases using deep learning methods. 

 

 

3. INTEGRATED PEST MANAGEMENT (IPM): RICE 

DISEASE AND THEIR SYMPTOMS  

 

The goal of IPM involves two main aspects: monitoring and 

preventing diseases and pests. This is done through the use of 

AI and sensing techniques. This section covers the various 

types of rice diseases and their appearance, providing the 

necessary information to identify their visual symptoms. The 

IPM program is also focused on the detection and control of 

the spread of rice diseases such as Brown spot, Bacterial blight, 

Leaf blast, and Tungro [28]. These diseases are shown in 

Figure 1. 

 

 
 

Figure 1. Major rice diseases 

 

Based on the symptoms, the diagnosis process is carried out 

based on the visual presentation of the disease. Tackling and 

stunting can be caused by tungro. Its leaves turn orange or 

yellow, and it can also produce spots that are rust-colored. The 

yellowing begins at the tip of the leaves, extending to the lower 

blade section. Usually, brown spots are characterized by a 

yellow halo around their centers and dark brown to reddish-

brown margins. They then develop a necrotic center and 

margin as the lesions expand. The rice leaf blast lesions can 

vary in size and appearance. They can have small round, dark, 

or oval spots, be surrounded by gray dead areas, and be 

bordered by reddish-brown. They turn into diamond-shaped or 

linear structures with pointed ends [29]. Leaf blight can be 

easily identified by looking for its symptoms. This can be done 

by inspecting the leaf's margins, which are blighted by 

bacterial exudates. It can also be detected by exudation, which 

involves observing the leaf's surface. Usually, the thick line 

that emerges from the margins and tips of the leaves turns into 

a viscous liquid. It is believed that this disease has caused 75% 

of the rice's crop losses each year [30, 31]. 

 

 

4. METHODOLOGY 

 

Image processing and machine learning can help identify 

and quickly determine rice crop diseases. The severity of the 

disease can be determined by comparing the size of the 

affected areas to that of the whole plant [32]. Another crucial 

aspect of this technique is to keep track of the plant's 

progression, which is needed in order to detect and identify the 

various symptoms that are invisible to most observers. Here is 

the baseline method where the GLCM and ILMFD feature 
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extraction methods were used individually with different 

classification methods [25]. The scope of this work that was 

done before was expanded to include the new features. In this 

proposed work, we combine the features of GLCM and 

ILMFD with different classification methods (ANN, SVM, 

and Neuro-GA). 

The integrated GLCM and ILMFD feature extraction 

method is commonly used in the detection of various diseases, 

as shown in Figure 2. This allows us to identify the exact 

regions where the disease is prevalent. The advantage of the 

GLCM method is that it is utilized for extracting various 

statistical texture parameters from an image, such as the 

inverse difference moment, entropy, correlation, and angular 

second moment. Compared to other discrete wavelet transform 

(DWT) techniques, the GLCM method is faster at converting 

images to gray-level format. However, it is also versatile 

enough to compress videos as a whole [33]. The ILMFD 

framework is mainly used for capturing the rough texture and 

shape of 3D aggregates in their 2D form. After collecting the 

necessary features, the final decision will be made regarding 

the recognition of the rice disease. The integration of the 

extraction capabilities of the GLCM and ILMFD frameworks 

into a single solution can result in a significant increase in the 

efficiency of the process [15]. 

The proposed research work that is being conducted to 

classify the different types of rice diseases is divided into five 

main categories. These include collecting raw data, pre-

processing the data segmentation, performing statistical 

analysis using feature extraction, and finally creating the class 

with the different classifiers shown in Figure 3. 

 

4.1 Image acquisition 

 

The paper focuses on healthy rice leaves and brown spot 

rice disease. The study was conducted on 2011 rice leaf 

samples, which included healthy class and unhealthy class 

(brown spot) rice sample datasets, as shown in Figure 3. The 

used data is presented and summarizes the class information 

[34]. In each class, a different set of training and testing ratios 

was selected, and different image pre-processing techniques, 

such as edge detection and morphology, were utilized. The 

values of the healthy class and unhealthy (brown spot) classes 

were used as the pixel value of 1881×1881×3 uint8 for 

classification as a disease. 

 

 
 

Figure 2. Proposed methodologies 
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Figure 3. Steps involved in our proposed methodology for the classification of the disease 

 

4.2 Image pre-processing 

 

The development of a pre-processing scheme involves four 

main steps. The first step is creating a color transformation 

framework for the input image. After that, the green pixels are 

removed using a predefined threshold value. The segmentation 
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process then takes place, and the texture statistics are 

calculated [35]. Image is usually composed of a mix of colors 

for normal eyes, like red, green, and blue; it actually has real 

numbers inside its matrix for digital cameras and computers. 

A mathematical transformation can be performed to change 

the parameters of the image. Various image processing 

transformations, such as binaryzation, normalization, and 

thresholding, are used before getting features [36]. 

 

4.3 Image segmentation 

 

The segmentation process then begins by identifying the 

region of interest in the preprocessed image. The process of 

image segmentation involves partitioning the image into its 

sub-sections. It is a particularly troublesome operation in 

image processing, as it often finds the desired objects. One of 

the most important steps in the segmentation process is 

background removal. There are various methods that can be 

used to segment the images of crop canopies. Some of these 

include learning-based, threshold-based, and color index-

based segmentation [37]. In this step, we discussed the 

possible algorithms that can be used for this process. The 

segmentation process was performed using algorithms like 

Otsu's k-means clustering and the conversion of RGB images 

into the HIS model [38]. The use of k-means clustering can 

help minimize the noise. In this study, the method was used to 

classify the data collected by various clusters. K-means 

clustering is a process that involves identifying objects in an 

image by using a set of features that are related to a certain 

class. It then divides the image into four clusters. This method 

is useful in identifying the diseases that are present in the leaf 

image. In our experiments, we tested the number of clusters in 

an image. The best results were obtained when the cluster 

count increased [39]. 

 

4.4 Integrated GLCM and ILMFD feature extraction 

 

A feature extraction process is a method that involves 

extracting the visual content of an image. It can be used to 

retrieve and index the various features of an image, such as its 

texture, shape, and color. The use of the versatile and powerful 

GLCM framework for machine learning and disease detection 

is increasing significantly. ILMFD is a multi-fractal dimension 

that is mainly used for capturing the rough texture and shape 

of 3D aggregates. After getting scale and rotation-independent 

features, a decision will be taken regarding rice disease 

recognition using the classifier [15, 40]. 

This integrated approach of both the feature extraction 

method presents a novel method that combines the capabilities 

of the ILMFD and the GLCM feature extraction techniques. It 

takes into account the optimal practices of both approaches 

and makes use of combined features to achieve better accuracy. 

This approach is designed to train the system to recognize and 

interpret the variance in rice leaf diseases. Experiments have 

shown that it is more efficient for large datasets. 

 

4.5 Disease classification 

 

The classification of rice crop diseases is carried out in this 

step. The extracted data set is then fed into the training 

program. The three different methods used for the 

classification are ANN, SVM, and Neuro-GA classifiers. The 

accuracy of the results is compared, and the training data set is 

used to feed the model. 

4.5.1 Classification using ANN 

One of the most common methods for learning and 

classifying is through the use of ANN. This method mimics 

the neurons of biological organisms. In a study, the ANN 

method was utilized to classify brown spot rice [41]. The ANN 

has a high prediction potential. To improve the efficiency and 

capacity of the disease prediction, a multi-layer neural network 

structure was created to train it. The network was composed of 

three layers: the input layer, the output layer, and the hidden 

layer [42]. The creation of the neural classifier model involved 

training various networks with varying parameters. The whole 

computing process was performed using the MATLAB 

R2018a programming language. The classification process 

was carried out using a feed-forward neural network. In this 

study, we utilized linear transfer functions to determine the 

activation of neurons at the output layer and nonlinear tangent-

sigmoid transfer functions to study the activation of neurons 

in hidden layers of the network. ANN is a versatile framework 

that can be modified according to its varying weight [43]. 

 

4.5.2 Classification using Neuro-GA 

GAs are efficient search methods that are based on the 

evolutionary process. They excel at tackling challenging 

combinatorial problems since they don't get stuck in the 

extremes of the search universe. Because of their superior 

performance, GAs have become popular alternatives to other 

classification methods [44]. Holland developed the GA 

algorithm. It is an optimization method that aims to find the 

most effective solution to a problem in a given set among the 

possible solutions. The goal of the GA algorithm is to mimic 

the natural selection and heuristic research processes used in 

the development of living things. It first constructs its initial 

population by randomly selecting individuals. The fitness 

function of the population is calculated by taking into account 

the various characteristics of each individual. After analyzing 

the data, the algorithm selects the fittest individuals based on 

the fit value. The population is then reconstructed using a 

mutation and cross-over process. The former produces 

individuals with higher fitness levels than those with low 

fitness. The latter, on the other hand, affects the structural 

attributes of the individuals to find the best solution [45]. 

A neuro-GA tool that can be used to solve problems related 

to optimization and search. It can perform a population-based 

analysis and improve the results by taking into account the 

various parameters of the ANN. For the current study, the 

initial population was generated using an ANN method, which 

included various functions and the number of variables that 

could be used in it [46]. The population size should be 

equivalent to the length of the chromosome. For our analysis, 

the population size was 24 bits. 

 

GA Operations 

A genetic algorithm (GA) is commonly utilized for solving 

optimization and search-related issues. It generates a 

population of possible outcomes by gathering a set of potential 

solutions. As we discussed, the ANN parameters were fed to a 

GA to improve the results. The algorithm takes into account 

the plant's region boundaries in the HSI space using a 24-bit 

binary string or chromosome. Each parameter on the 

chromosome has a fixed location. The relative locations of the 

various parameters are important in the selection of better-

than-average combinations of parameters. These factors help 

the algorithms avoid breaking up successful combinations by 

ensuring that the features are located adjacent to each other. 
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For instance, the string's upper boundary is the first byte of the 

chromosome's weed-sensing objective. The selection of the 

fittest individual through a local tournament rather than 

through roulette wheel selection was chosen to avoid problems 

in the early stages. The composition of offspring from a 

parent's genetic material is determined by mutation and 

crossover. A single-point crossover was utilized to generate 

new populations for each successive generation [47]. 

 

4.5.3 Classification using SVM  

The classification process performed by an SVM is based 

on statistical learning theory. It uses a maximal margin 

classifier to evaluate the training vectors. Unlike other 

methods, this approach does not attempt to predict the 

distribution of training vectors. Instead, it tries to find suitable 

boundaries between the classes. A support vector machine 

(SVM) can be used to classify linearly-separable data by 

separating it into two distinct classes. The goal of the 

hyperplane is to ensure that it is as far from the data points of 

the classes as possible [48, 49]. 

The labeled dataset is presented in Eq. (1). 

 

(𝑥𝑖 , 𝑎𝑖), … . (𝑥𝑛 , 𝑎𝑛),𝑥𝑖 ∈ 𝑅𝑑 and 𝑎𝑖 ∈ (−1, +1) (1) 

 

The optimal hyper plane is computed by taking into account 

the features of the given dataset, namely, the class label ai and 

the feature vector xi. 

The given Eq. (2) can be utilized to attain the ideal classical 

hyper plane. 

 

wxT +  b = 0 (2) 

 

The hyper plane is computed by using the input feature 

vector x and the weight vector w. These two vectors can satisfy 

the inequalities in the training set's various elements. 

 

wxi
T + b ≥ +1         if yi = 1 (3) 

 

wxi
T + b ≤ −1         if yi = −1 (4) 

 

A SVM approach is utilized to find the data’s weight w and 

bias b in order for the hyperplane to maximize its margin. In 

this space, a linear decision surface is built with unique 

properties that ensure the network's high generalization ability 

[50-52]. 

 

 

5. DATA INTERPRETATION 

 

The information collected from the rice crop leaf images 

was gathered through the UCI repository [53]. It consists of 

1488 healthy images and 523 brown spot disease images 

shown in Table 2. The system utilized various algorithms and 

devices to control and monitor the crops. 

Table 3 shows the sample set of the features that were 

extracted using the GLCM feature extraction method. The 

sample set included in this table includes data on brown spot 

rice crop disease and healthy images. It is derived from the 

original dataset using various image processing techniques in 

the MATLAB tool. These features were then used to classify 

the data. In this process, a total of 10 different features were 

extracted from each dataset. 

The same sample set of the features in Table 4 was extracted 

using the ILMFD feature extraction method. The sample set 

consists of brown spot rice crop disease and healthy leaf 

images. Here, we extracted a total of 52 features for the same 

set of data. The feature extraction shown in Table 3 using the 

GLCM method and in Table 4 shows the feature extraction 

using the ILMFD method for both the healthy leaves and the 

diseased leaves. Extracted features from both tables can be 

added using the matrix addition approach; here we get a total 

of 62 features, 10 from the GLCM method, and 52 from the 

ILMFD method, as shown in Figure 4. 

 

Table 2. Rice leaf images dataset description 

 
Description Counts 

Healthy leaves images  1488 

Unhealthy (Brown spot) disease leaves  523 

Total rice leaf images 2011 

 

Table 3. A set of data samples is presented for the analysis of the feature extracted using GLCM for rice crop with healthy and 

diseased 

 
Total 10 Features Extracted Using GLCM for Brown Spot Rice Disease 

S.N F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

1 0.0005 0.999 0.99975 0.0410 1.71416 0.01466 0.19146 2.926556 0.9996 0.0005 

2 0.007 0.99700 0.999042 0.0935 3.30778 0.01632 0.14836 10.81934 0.9998 0.007 

3 0.0185 0.986551 0.9965 0.3431 6.96941 0.04537 0.47066 48.21527 0.9999 0.0185 

4 0.003 0.99700 0.999167 0.0593 2.86016 0.00882 0.07921 8.094559 0.9997 0.003 

5 0.01 0.99600 0.99875 0.0966 3.50501 0.01478 0.09728 12.07538 0.9998 0.01 

6 0.016 0.99002 0.997146 0.4431 8.79809 0.04657 0.59027 76.96984 0.9999 0.016 

7 0.01875 0.98407 0.995708 0.5896 10.3668 0.05702 0.74933 107.0303 0.9999 0.0187 

8 0.0155 0.99450 0.998196 0.2161 5.60844 0.02829 0.30561 31.11323 0.9999 0.0155 

9 0.006 0.99500 0.998667 0.2700 6.01230 0.03697 0.51346 35.97286 0.9999 0.006 

10 0.0005 0.999 0.99975 0.0410 1.71416 0.01466 0.19146 2.926556 0.9996 0.0005 

Feature Extracted Using GLCM for Healthy Leaves of Rice Crop 

1 0.1425 0.88947 0.96875 2.2878 14.9017 0.34361 0.59869 111.073 0.99999 255 

2 0 1 1 0.1887 4.75819 0.03074 0.11977 20.38143 0.99999 3 

3 0.1165 0.88022 0.967917 2.6520 18.2436 0.34104 2.14899 325.9928 1 155 

4 0.115 0.85959 0.962375 2.4286 16.4073 0.36780 2.36215 266.6453 0.99999 0 

5 0.08625 0.92721 0.979813 1.4736 13.9275 0.18879 1.51397 191.7975 0.99999 255 

6 0.0245 0.97421 0.993083 0.6223 9.09622 0.08130 0.97708 82.36429 0.99999 0 

7 0.0525 0.93540 0.983292 1.3458 13.1196 0.18965 1.60675 170.9371 0.99999 0 

8 0.0005 0.999 0.99975 0.3683 5.29206 0.07920 1.04346 27.97426 0.99999 0 

9 0.11775 0.94148 0.982804 1.3158 14.8381 0.14259 1.27405 218.9623 0.99999 0 

10 0.07825 0.93816 0.982979 1.1789 14.0865 0.12688 1.20511 197.4228 0.99999 0 
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Table 4. A set of data samples is presented for the analysis of the feature extracted using ILMFD for rice crop with healthy and 

diseased leaves 

 
Total 52 Features Extracted Using ILMFD for Brown Spot Rice Disease 

S.N F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

1 0.0005 0.999 0.9997 0.15515 4.5260 0.02515 0.41070 20.4587 0.3488 0 

2 0.005 0.99301 0.9981 0.52525 8.7958 0.07099 0.89196 77.2289 0.3213 0 

3 0.016 0.97227 0.9933 0.81436 11.117 0.10428 1.00059 122.845 0.3256 255 

4 0.006 0.98805 0.997 0.72327 10.172 0.10524 1.09282 103.172 0.5559 185 

5 0.006 0.99102 0.9976 0.26396 5.9467 0.04597 0.36402 34.8532 0.5473 124 

6 0.005 0.99003 0.9975 0.27326 6.1643 0.04380 0.40515 37.6451 0.1396 2 

7 0.018 0.98655 0.996 0.35332 6.7925 0.05582 0.44202 45.3705 0.7837 21 

8 0.0065 0.98656 0.9967 0.41941 6.9234 0.07678 0.75402 47.4886 0.8847 114 

9 0.0095 0.98457 0.9965 0.35383 5.8615 0.07426 0.55037 33.6673 0.3332 0 

10 0.0087 0.98308 0.9966 0.40155 6.3352 0.0859 0.66534 39.3286 0.3961 207 

Features Extracted Using ILMFD for Healthy Leaves of Rice Crop 

1 0.0267 0.97518 0.9935 0.493253 9.09651 0.055188 0.643071 82.3765 0.42277 0 

2 0.004 0.99550 0.9989 0.160155 4.90642 0.02261 0.386399 24.0253 0.57241 0 

3 0.0127 0.98062 0.9952 0.313644 7.23338 0.037411 0.445556 52.1008 0.10625 0 

4 0.0005 0.999 0.9997 0.247294 5.95536 0.030662 0.438088 35.3839 0.02018 255 

5 0.14 0.90389 0.9726 1.852485 17.9071 0.177251 1.673863 320.124 0.01917 0 

6 0.186 0.91604 0.9742 1.888756 18.0805 0.182832 1.737525 326.814 0.02488 0 

7 0.027 0.96784 0.9919 0.677268 10.7434 0.07184 0.900736 115.057 0.00562 0 

8 0.0535 0.95414 0.9876 0.831909 11.4222 0.09478 0.866741 129.660 0.00661 0 

9 0.336 0.82381 0.9454 3.795186 24.2740 0.379577 2.269724 580.471 0.00886 255 

10 0.106 0.85865 0.961 2.30636 17.8277 0.259505 0.61789 228.951 0.01745 255 

 

 
 

Figure 4. The combinational approach of the GLCM and ILMFD feature extraction method 

 

For healthy leaves of rice, we combined the features 

extracted using the GLCM method and the ILMFD method. 

Integrating the features of both methods gives a better result 

for extracting the dataset images. The use of an integrated 

approach between the extraction methods of the GLCM and 

the ILMFD is a novel concept. It takes into account the best 

practices of both methods and provides enhanced accuracy. 

Figure 5 shows the integrated approach of both the feature 

extraction methods. It integrates a total 62 features for the 

1488 healthy leaves. 

For the brown spot rice disease, an integrated feature 

extraction approach was used, combining both feature 

extraction methods. In this study, a total of 62 features were 

extracted: 10 from the GLCM method and 52 from the ILMFD 

method. Figure 6 shows the results of the features using an 

integrated approach for 523 brown spot rice diseases. 
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Figure 5. Integrated feature extraction method using GLCM and ILMFD method for healthy leaves 

 

 
 

Figure 6. Integrated feature extraction method using GLCM and ILMFD method for brown spot disease  

 

 

6. RESULT AND DISCUSSION  

 

This work was tested with both healthy and diseased (brown 

spot) rice disease datasets. After the preprocessing of the 

sample dataset, the feature extraction process was then 

performed to get the classification results. The integrated 

methods of GLCM and ILMFD were used for feature 

extraction, and unhealthy (brown spot) diseases were 

classified with the help of the classification methods ANN, 

Neuro-GA, and SVM classifiers. The advantages of the 

integrated approach are its high degree of accuracy and 

versatility in comparison to ANN. 

The first case of the test result was conducted using 

integrated GLCM and ILMFD with the ANN. The results of 
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the test case were presented in Table 5, which is designed to 

simulate the process for classifying the accuracy of brown spot 

disease detection. The graph in Figure 7 shows the 

classification results of the study using the ANN framework. 

The result presented in the graph also highlighted the various 

performance measures that the ANN tool achieved. The 

second test case was performed using the integrated GLCM 

and ILMFD feature extraction methods with a Neuro-GA 

classifier. In this test case, based on the collected data, the 

classification model can predict the identity of a disease. The 

brown spot rice disease was first classified using the ANN 

model. We incorporated the GA tool with the ANN framework 

to improve the efficiency of the classification process. 

Different performance metrics had been calculated using the 

training and testing ratios. It is designed to simulate the 

process of identifying the exact features. The Neuro-GA 

model's accuracy and other performance metrics were then 

computed, as shown in Table 6. 

The performance of the Neuro-GA tool shown in Figure 8 

on different sets of parameters was also analyzed. We found 

that it performed better than ANN methods. This figure gives 

a hybrid model approach that can be used to classify brown 

spots on rice. They were evaluated using various criteria such 

as accuracy, recall, precision, and F1-score. 

Finally, the SVM classification method was used to 

improve the accuracy of their classification result, as shown in 

Table 7. We found that the better tool was able to find more 

accurate results in comparison to the other classification 

methods shown in Figure 9. 

The graph shown in Figure 10 compares the accuracy 

results between the ANN, Neuro-GA, and SVM classification 

models. The Neuro-GA hybrid intelligence classification 

model consists of ANN, and GA was developed to predict 

better accuracy than previous ANN models. SVM is a better 

method for classifying diseases than the ANN or Neuro-GA 

classification method. The entire framework for the 

classification process was tested in the popular programming 

language known as MATLAB. The results of this were 

impressive and showed that the proposed tool was more 

accurate than its previous work. The performance of this task 

was evaluated against the expectations and benchmarks set by 

the researcher. The output of this work was impressive. 

Overall, it demonstrated the efficiency and effectiveness of 

this process. The data gathered was impressive. The data used 

was impressive. 

 

 

Table 5. Training and test dataset using integrated (GLCM & ILMFD) method with ANN 

 
Training-Testing Ratio GLCM Using 

ANN 

Training 

Data 

Testing 

Data 

F1-Score 

(%) 

Recall 

(%) 

Precision 

(%) 

Accuracy 

(%) 

90:10 1810 201 91.25 85.17 97.88 86.436 

85:15 1709 302 91.03 86.28 96.56 86.649 

80:20 1609 402 92.88 86.36 98.89 86.932 

75:25 1508 503 91.95 86.52 97.20 86.187 

70:30 1407 604 92.74 87.69 97.54 86.883 

65:35 1307 704 91.17 85.36 97.57 85.797 

60:40 1206 805 91.86 84.42 98.31 85.581 

55:45 1106 905 92.28 86.35 98.00 85.307 

50:50 1005 1006 92.65 86.48 98.32 84.328 

Average   91.978 86.071 97.80 86.011 

 

Table 6. Accuracy measure of rice leaf disease (brown spot) using Neuro-GA 

 
Training-Testing Ratio GLCM Using Neuro-GA F1-Score (%) Recall (%) Precision (%) Accuracy (%) 

90:10 93.78 89.78 99.45 91.54 

85:15 94.46 90.48 99.36 91.89 

80:20 94.89 91.50 99.27 91.49 

75:25 94.49 91.86 99.41 91.48 

70:30 95.13 92.74 99.75 91.51 

65:35 93.76 92.89 99.23 90.17 

60:40 93.39 91.51 99.15 90.39 

55:45 93.49 90.25 99.24 90.55 

50:50 93.47 90.98 99.47 90.41 

Average 94.095 91.332 99.370 91.047 

 

Table 7. Results using combine features of ILMFD_GLCM with SVM on dataset of brown spot rice disease 

 
Training-Testing Ratio F1-Score (%) Recall (%) Precision (%) Accuracy (%) 

90:10 95.43 96.05 94.81 96.92 

85:15 95.11 93.86 96.40 96.77 

80:20 94.97 94.97 94.97 96.48 

75:25 94.62 93.43 95.85 96.30 

70:30 94.31 93.17 95.47 95.89 

65:35 97.12 97.12 97.12 97.98 

60:40 94.65 93.40 95.93 96.47 

55:45 94.25 93.54 95.47 96.34 

50:50 94.65 93.89 95.82 96.15 

Average 95.057 94.442 95.752 96.687 
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Figure 7. Classification of brown spot rice disease using ANN 

 

 
 

Figure 8. Classification of brown spot rice disease using Neuro-GA 

 

 
 

Figure 9. Classification of brown spot rice disease using SVM 

 

90:10 85:15 80:20 75:25 70:30 65:35 60:40 55:45 50:50

F1-Score (%) 92.15 91.93 92.88 92.89 92.87 91.7 91.98 92.42 92.55

Recall (%) 86.27 86.18 86.56 86.72 86.69 86.36 86.42 86.65 86.64

Precision (%) 98.88 98.5 98.88 98.12 97.54 97.75 98.31 99 99.32

Accuracy (%) 86.436 86.649 86.932 86.187 86.883 85.797 85.581 85.307 84.328
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Figure 10. Accuracy measure for different classification method 

 

 

7. CONCLUSION  

 

In this work, the integration of the extraction capabilities of 

the ILMFD method and the GLCM method is merged into a 

single solution. Enhancing efficiency and effectiveness can 

yield significant improvements. It considers the most 

advantageous aspects of both methodologies and exclusively 

utilizes qualities that are pertinent to the current task. 

In this study, the integrated method of GLCM and ILMFD, 

along with the SVM classifier, attained an impressive accuracy 

rate of 96.68% when applied to the database. The accuracy of 

the other classification methods, ANN and Neuro-GA, is not 

high in contrast to SVM. This unique strategy is also really 

beneficial for identifying the precise problem. It enables us to 

promptly detect the disease and halt its future dissemination. 

This novel method has demonstrated significant utility in 

promptly identifying diseases or extremely transmissible and 

perilous viral and bacterial infections that can impact plants 

and swiftly propagate to neighboring crops or plants. 

The study relies on the database, and hence, improving 

efficiency and generalization is necessary. However, this 

shortcoming can be overcome through training the databases. 

The model currently lacks the incorporation of geographical 

variation or linkage among crop patterns, which is necessary 

for achieving future improvements in efficiency. 

 

 

8. FUTURE WORK 

 

To effectively identify a particular pathogen, a 

comprehensive feature extraction and classification process is 

required. This step involves leveraging machine learning 

techniques and advanced data science tools. The deep dream 

(DD) method can make use of CNN's learned image 

modification feature in machine learning in the field of disease 

detection. It will allow us to develop and refine the 

classification method to find new pathogens more effectively. 

These include the ability to analyze huge amounts of 

information. The deep dream method is a powerful tool for 

identifying diseases that can be used in the classification 

process. Most of the time, the training dataset is not available 

for the classification of non-identified diseases. This issue can 

affect the detection of pathogens. This makes it difficult and 

affects the accuracy and classification results needed to 

identify the disease. The deep dream is a type of machine 

learning technique that employs a set of principles to perform 

specific tasks, such as forecasting future prevalence. 

Integrated GLCM and ILMFD with SVM classifiers have 

derived the highest accuracy, so for other dataset development 

for crop disease identification, the same technique can be used 

for training and validation of the data sets. 

The study can also be used for alternative crops; rice is an 

alternative crop to wheat and maize, so it needs to be entered 

into dedicated data sets, and the integrated GLCM and ILMFD 

with SVM classifier can be applied to the above crops in the 

future. 

The above point provides the tip of the iceberg approach 

towards the underlying potential of the technique used in this 

study and hence paves a certain path for the further diversified 

adoption of this technique in the area of crop disease detection. 
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