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#### Abstract

This study deals with ordinary differential equations and their solutions consuming effective numerical methods. We observing for more accurate numerical methods proximate to MATLAB solutions. Approaches are Adams-Bashforth and Rung-Kutta4 ought very good solutions, in the first response with ordinary differential equations of the primary order. Similarly, evaluation of modified second order numerical answers using, MATLAB and Adams-Bashfort-Moulton, by differential equation addition to numerical modeling methods expending fourth-order Runge-Kutta yielded excellent results. For the reason that the solutions are validated with high credibility, we explored in turn to best approximation results computed for the purpose of correcting them. Objective of new approach of this study was illustrated clear picture thru solving two examples with different numerical approximation methods. Compared are clearly shown in tables and figures to determine effectiveness and choose the best accuracy. We calculated different performance indices for several numerical methods using MATLAB and Moulton which yielded an excellent approximation through exams. We recommend it to be widely used in the future, and strive to develop it with faster and more accurate solutions.


## 1. INTRODUCTION

Mathematics plays an important role with various sciences, including methods of solutions in mathematics, engineering, physics, etc. Numerical answers can be widely used to solve most mathematical problems that are difficult to solve analytically despite their approximate results [1]. We also use results for different kinds of systems through explanations of ordinary differential equations to give a clearer picture of ODEs [2]. There are several important ways that we will go through to simulate digital models without interruption, and the specific methods of recombination depend on the discovery of effective methods that have been used in previous studies so far. It requires the onset of the K step as initial steps of a specified period [3]. There are three alternative strategies to start getting the initial values. The first strategy is to restart the Runge-Kutta (RK) method to generate the initial values. Some costly equation estimations are required. To achieve a necessary start with comprehensive analytical solutions [4]. A comparison of the operation of multistep methods can be found in the numerical analysis of mathematical values using polynomial methods, respectively; Specific pathways may lead to more accurate values, we will consider a comparison of running multistep methods [5]. A multi-step measurement method based on numerical integration and the difficulty of solving differential equations analytically. We also solve it
with the help of computer software. It is considered the simplest of ordinary differential equations besides quadratic formulas, and it implements a software package on MATLAB [6]. The greatest presentation of these methods is replaced through MATLAB solving functions, especially the ode45 function when solving small-dimensional systems. However, we aim to provide the best technique and associated algorithm that can provide good performance in terms of computational efficiency, accuracy and reach, not only in simple problems, but additional importantly, in multidimensional problems and complex computations. Asymptotic approaches have been frequently used to analyze nonlinear linear classifications [7]. In a more accurate way from the point of view of the output, we generate a numerical estimate for each step to help the numerical solution in calculating the result in the least number of steps with little error percentage and also to calculate the error step by using solutions of nonlinear methods with the help of MATLAB [8] he applications of graph theory are not limited to traditional scientific disciplines. In cybersecurity, graph-based models are employed for detecting and analyzing network vulnerabilities, identifying potential threats, and devising strategies for securing information systems [8]. Wrong ordering in engineering applications in terms of calculating variance in physical and electromagnetic properties has been determined with the help of Adams Bashforth method [9, 10]. There are many approximation
methods for solving ordinary differential equation methodologies. Generally, we use direct and indirect methods to approximate the fractional operator numerically. Numerical and analytical methods have been developed. For example, with partial arithmetic operations [11, 12].

The basic principle of using the spectral method is to select a base function.

These basis functions may be orthogonal [12] - It is also suggested that the mathematical solution with the derived normal equations changes in the numerical solutions and many studies revealed that many multifaceted mathematical problems can be described successfully to bring the picture closer to the reader with the help of the derivative changes in the numerical solutions [13, 14]. A new study between numerical methods was also presented and presented with examples for the solution and for choosing the best approximations, while highlighting the advantages and uses of these derivatives, rather than the partial derivatives of an apparent fixed system [15]. The authors propose a modification of Adams Bash's ABM method for solving differential equations. The researchers explained that the numerical errors deteriorate rapidly, which reduces the size of the integration stage, i.e. reduces the duration of the constant. Artificial neural networks (INS) are being used successfully in many fields of science and technology due to their ability to help solve problems [16, 17]. In addition to numerical solutions of semi-continuous differential equations, much research has been done to find solutions of exponential functions [18, 19]. The first two Asians are built on the basis of Moulton Adams methods for the second and third solutions in several studies highlighting their importance [20-24]. The simplest solution is to use multithreaded methods, multithreading, as well as BS methods and general methods for numerical problems. We found rare results about exponential integration in DDEs [25]. It is well known that some undesirable properties cannot be preserved in the accuracy and consistency of the numerical method when the technique is applied to DDEs [26]. Accordingly, it is important to analyze the results of stability and convergence of integration in the study of stability and convergence between numerical methods by studying these numerical methods and the results obtained from the examples shown in two tables with illustrations through our study and previous studies. However, there are still some results in close convergence to be found from numerical integration methods [27]. The objective of this study is to approximate and correct the methods mentioned in the solution in order to address the weaknesses of the used numerical methods, bearing in mind that the methods are very important they have not been studied together before. Where we were able to explain the following article in several ways to clarify a small part of the numerical methods and their importance in the computational applications of engineering, mathematics and science. It is considered one of the best estimates based on previous studies. Our study gives profitable results compared to other numerical methods used [28-30]. we also seek a certain feature of stability with faster convergence and greater precision for numerical solutions, and with these possessions of methods we can choose the closest and greatest accurate method for the calculations. There are small errors that we will mention in the discussion of the results and the conclusion.

## 2. BASIC DEFINITIONS AND SOLUTIONS OF METHODS

### 2.1 Runge-Kutta method

Runge-Kutta methods are calculated to be more accurate also have the advantage of requiring target values only at some specified sub-interval points. In this section Runge-Kutta method of fourth order will be studied, Forth-order RungKutta formula, most commonly used one hypothetically as:

$$
y_{j+1}=y_{j}+\frac{1}{6}\left(m_{1}+2 m_{2}+2 m_{3}+m_{4}\right)
$$

Such that: $m_{1}=h f\left(x_{j}+y_{j}\right), m_{2}=h f\left(x_{j}+\frac{h}{2}, y_{j}+\frac{m_{1}}{2}\right)$, $m_{3}=h f\left(x_{j}+\frac{h}{2}, y_{j}+\frac{m_{2}}{2}\right), m_{4}=h f\left(x_{j}+h, y_{j}+m_{3}\right)$.

### 2.2 Bash forth approaches

Let $\mathrm{F}(T, X)$ be the right side:

$$
\begin{gathered}
X(t)=A_{21}(t)+A_{22}(t) X(t)-X(t) A_{11}(t)- \\
X(t) A_{12}(t) X(t), t_{0} \leq t \leq t_{f} \\
(T, X) F=A_{21}(t)+A_{22}(t) X(t)-X(t) A_{11}(t) \\
-X(t) A_{12}(t) X(t)
\end{gathered}
$$

If we consider a constant step size $\Delta t$ and mesh $t_{0} \leq t_{l} \leq \ldots \leq t_{f}$.
And we apply the Adams-Bashforth scheme, the evaluation solution $X_{k}$ At $t_{k}$ is obtained from the previous values $X_{k-l}, x_{k}$ $2, \ldots ., x_{k-r}$, as $X_{k}=X_{k-1}+Y \Delta t \sum_{i=1}^{r} \beta_{j} F\left(t_{k-j}, X_{k-j}\right)$, where, $Y_{i}=(-1)^{i} \int_{0}^{1}\binom{-S}{i} d s, \beta_{j}=(-1)^{j-1} \sum_{i=j-1}^{k-1}\binom{i}{j-1} Y_{i}$.

This formulation is a K -step method because it using information at the pints $t_{k-1}, t_{k-2}, \ldots, t_{k-r}$. The values of parameter $Y_{i}$ and $\beta_{i}$.

### 2.3 Moulton method

Adams-Moulton methods are the same or similar to AdamsBashforth methods in that they also have $a_{s-1}=-1$ and $a_{s-}$ ${ }_{2}=\ldots a_{0}=0$

$$
\begin{gathered}
y_{n+s}+a_{s-1} y_{n+s-1}+a_{s-2} y_{n+s-2}+\cdots+a_{0} \cdot y_{n} \\
=h \cdot\left(b_{s} f\left(t_{n+s}, y_{n+s}\right)+b_{s-1} f\left(t_{n+s-1}, y_{n+s-1}\right)+\cdots\right. \\
+b_{0} f\left(t_{n}, y_{n}\right)
\end{gathered}
$$

Coefficients $a_{0}, \ldots, a_{s-1}$ and $b_{0}, \ldots, b_{s}$ determine the method. Again, $b$ coefficients are chosen to have the highest possible order. However, the Adams-Moulton methods are understandable. By removing the constraint that $b_{s}=0$, the sstep Adams-Moulton method can access order $s+1$, while the s-step Adams-Bashforth methods only take order $s$.

Know, Adams-Moulton methods with:

$$
\begin{aligned}
& s=0,1,2,3 \ldots ; y_{n}=y_{n-1}+h f\left(t_{n}, y_{n}\right) \\
& y_{n+1}=y_{n}+\frac{1}{2} h\left(f\left(t_{n+1} y_{n+1}\right)+f\left(t_{n}, y_{n}\right)\right) \\
& y_{n+2}=y_{n+1}+h\left(\frac{5}{12} f\left(t_{n+2} y_{n+2}\right)+\frac{2}{3} f\left(t_{n+1}, y_{n+1}\right)\right. \\
& \left.\quad-\frac{1}{12} f\left(t_{n}, y_{n}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
y_{n+3}=y_{n+2}+h & \left(\frac{3}{8} f\left(t_{n+3} y_{n+3}\right)+\frac{19}{24} f\left(t_{n+2}, y_{n+2}\right)\right. \\
& \left.-\frac{5}{54} f\left(t_{n+1}, y_{n+1}\right)+\frac{1}{24} f\left(t_{n}, y_{n}\right)\right)
\end{aligned}
$$

### 2.4 MATLAB method

MATLAB, one of the world's most popular educational programs, provides an interactive development tool for scientific problems in mathematics, engineering, and physics to draw shapes and solve problems quickly and accurately. We apply studies [6-8].

## 3. RESULTS AND DISCUSSION

Example 1. Solve the problem by three numerical ways where it is simple where, distance steps as 0.2 and the equation from the first ordered as follows: $y^{`}=x+y, y(0)=0, h=0.2$.

To find $y_{4}$ by using forth Runge-kutta technique, result in the current problem $f(x, y)=x+y, y_{0}=0, x_{0}=0, h=0.2$.
(1) By using Runge-Kutta method will solve the problem 1

$$
y_{i+1}=y_{i}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right)
$$

Such that: $k_{1}=h f\left(x_{i}+y_{i}\right), \quad k_{2}=h f\left(x_{i}+\frac{h}{2}, y_{i}+\right.$ $\left.\frac{k_{1}}{2}\right), k_{3}=h f\left(x_{i}+\frac{h}{2}, y_{i}+\frac{k_{2}}{2}\right), k_{4}=h f\left(x_{i}+h, y_{i}+k_{3}\right)$, $y=f(x, y)=x+y$.

Now to find $y_{1}, y_{2}, y_{3}$, from Rung-Kutta method.

## To find first $y$ :

$y_{1}=y_{0}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{2}\right)$,
$k_{1}=h f\left(x_{0}+y_{0}\right)=0.2 f(0,0)=0.2(0+0)=0$,
$k_{2}=h f\left(x_{0}+\frac{h}{2}, y_{0}+\frac{k_{1}}{2}\right)=0.2 f(0.1,0)=0.2$,
$k_{3}=h f\left(x_{0}+\frac{h}{2}, y_{0}+\frac{k_{2}}{2}\right)=0.2 f(0.1,0.01)$

$$
=0.2(0.1+0.01)=0.022
$$

$k_{4}=h f\left(x_{0}+h y_{0}+k_{3}\right)=0.2 f(0.2,0.022)$

$$
=0.2(0.2+0.22)=0.0444
$$

$y_{1}=0+\frac{1}{6}(0+2(0.02)+2(0.022)+0.0444)=0.0214$

## To find second $y$ :

$$
\begin{aligned}
& \left.\begin{array}{rl}
y_{2} & =y_{1}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{2}\right) \\
k_{1} & =h f\left(x_{1}+y_{1}\right)=0.2 f(0.2,0.0214) \\
& =0.2(0.2+0.0214)=0.04428 \\
k_{2} & =h f\left(x_{1}+\frac{h}{2},\right.
\end{array}\right) \\
& \quad=0.2 f\left(0.3,0.0214+\frac{k_{1}}{2}\right) \\
& \\
& \quad=0.2 f(0.3,0.04354) \\
& \\
& =0.2(0,3+0.04354)=0.068708
\end{aligned}
$$

$$
\begin{aligned}
\begin{aligned}
k_{3}=h f\left(x_{1}+\frac{h}{2}\right. & \left., y_{1}+\frac{k_{1}}{2}\right) \\
& =0.2 f\left(0.3,0.0214+\frac{0.068708}{2}\right) \\
& =0.2 f(0.3,0.055754) \\
& =0.2(0.3+0.055754)=0.0711508
\end{aligned} \\
\begin{aligned}
k_{4}=h f\left(x_{1}+h,\right. & \left.y_{1}+k_{3}\right) \\
& =0.2 f(0.4,0.0214+0.0711508) \\
& =0.2 f(0.4,0.092551) \\
& =0.2(0.4+0.092551)=0.098510
\end{aligned} \\
\begin{aligned}
& y_{2}=0.0214+\frac{1}{6}(0.04428+2(0.068708) \\
&+2(0.0711508)+0.098519)
\end{aligned} \\
\begin{aligned}
y_{2}=0.091818 \quad
\end{aligned}
\end{aligned}
$$

## To find thread $y$ :

$$
\begin{aligned}
& y_{3}=y_{2}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{2}\right) \\
& k_{1}=h f\left(x_{2}+y_{2}\right)=0.2 f(0.4,0.091818) \\
& =0.2(0.4+0.091818)=0.098364 \\
& k_{2}=h f\left(x_{2}+\frac{h}{2}, y_{2}+\frac{k_{1}}{2}\right) \\
& =0.2 f\left(0.5,0.091818+\frac{0.098364}{2}\right) \\
& =0.2 f(0.5,0.141)=0.2(0.5+0.141) \\
& =0.1282 \\
& k_{3}=h f\left(x_{2}+\frac{h}{2}, y_{2}+\frac{k_{2}}{2}\right)=0.2 f\left(0.5,0.091818+\frac{0.1282}{2}\right) \\
& =0.2 f(0.5,155918)=0.2(0.5+0.155918= \\
& 0.1311836 \\
& k_{4}=h f\left(x_{2}+h, y_{2}+k_{3}\right) \\
& =0.2 f(0.6,0.091818+0.1311836) \\
& =0.2 f(0.6+0.223002) \\
& =0.2(0.6+0.223002)=0.1646004 \\
& y_{3}=0.091818+\frac{1}{6}(0.098364+2(0.1282) \\
& +2(0.1311836)+0.1646004 \\
& y_{3}=0.222107
\end{aligned}
$$

To find forth $y$ :

$$
\begin{aligned}
& y_{4}=y_{3}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{2}\right) \\
& k_{1}=h f\left(x_{3}+y_{3}\right)=0.2 f(0.6,0.222107) \\
& =0.2(0.6+0.222107)=0.1644214 \\
& k_{2}=h f\left(x_{3}+\frac{h}{2}, y_{3}+\frac{k_{1}}{2}\right) \\
& =0.2 f\left(0.7,0.222107+\frac{0.1644214}{2}\right) \\
& =0.2 f(0.7,0.3043177) \\
& =0.2(0.7+0.3043177)=0.20086354 \\
& k_{3}=h f\left(x_{3}+\frac{h}{2}, y_{3}+\frac{k_{2}}{2}\right) \\
& =0.2 f\left(0.7,0.222107+\frac{0.20086354}{2}\right) \\
& =0.2 f(0.7,0.32253877) \\
& =0.2(0.7+0.32253877) \\
& =0.20450775 \\
& k_{4}=h f\left(x_{3}+h, y_{3}+k_{3}\right) \\
& =0.2 f(0.8,0.222107+0.20450775) \\
& =0.2 f(0.8,0.42661475) \\
& =0.2(0.8+0.42661475) \\
& =0.24532295
\end{aligned}
$$

$y_{4}=0.222107+\frac{1}{6}(01644214+2(0.20086354)$

$$
+2(0.20450775+0.24532295)
$$

$y_{4}=0.425361$
(2) By using Bash forth method to find forth $\boldsymbol{y}$ from example one

$$
y_{4}=y_{3}+\frac{h}{24}\left[55 f_{3}-59 f_{2}+37 f_{1}-9 f_{0}\right]
$$

$f(x, y)=x+y$
$f_{0}=f\left(x_{0}, y_{0}\right)=f(0,0)=0$
$f_{1}=f\left(x_{1}, y_{1}\right)=f(0.2,0,0214)=0.2+0.0214=0.2214$
$f_{2}=f\left(x_{2}, y_{2}\right)=f(0.4,0.091818)=0.4+0.091818$ $=0.491818$
$f_{3}=f\left(x_{3}, y_{3}\right)=f(0.6,0.222107)=0.6+0.222107$ $=0.822107$
$y_{4}=0.222107+\frac{0.2}{24}[55(0.822107)-59(0.491818)+37$
(0.2214) - 9(0)]
$y_{4}=0.222107+\frac{0.2}{24}[55(0.822107)-59(0.491818)$
$+37(0.2214)-9(0)]$
$y_{4}=0.425301$
(3) By using Moulton method to solve example one and find $\boldsymbol{y}$ forth
$y_{4}=y_{3}+\frac{h}{24}\left[9 f_{4}+19 f_{3}-5 f_{2}+f_{1}\right]$
$f(x, y)=x+y$
$f_{1}=f\left(x_{1}, y_{1}\right)=f(0.2,0.0214)=0.2+0.0214=02214$
$f_{2}=f\left(x_{2}, y_{2}\right)=f(0.4,0.091818)=0.4+0.091818$ $=0.491818$
$f_{3}=f\left(x_{3}, y_{3}\right)=f(0.6,0,222107)=0.6+0.222107$
$f_{4}=f\left(x_{4}, y_{4}\right)=f(0.8,0.425361)=0.8+0.4253661$ $=1.225361$
$y_{4}=0.222107+\frac{0.2}{24}[9(1.225361)+19(0.822107)$

$$
-5(0.491818+0.2214)]
$$

$y_{4}=0.425529$
(4) By using MATLAB ODE45 methods we solve the example one

> Clc Clear
> Close all
> syms $y(x)$
> Ode $=\operatorname{diff}(y, x)=y+x$
> Cond $=y(0)=0$
> $y \operatorname{Sol}(x)=\operatorname{dsolve}($ ode, cond $) ;$
> ans $=0.425540$

Table 1. The results of three numerical methods and MATLAB method solution from example one

| $\boldsymbol{y}_{\boldsymbol{i}}$ | Bash <br> Forth | Moulton | Runge- <br> Kutta | MATLAB <br> (ODE45) |
| :---: | :---: | :---: | :---: | :---: |
| $y_{4}$ | 0.425301 | 0.425529 | 0.425361 | 0.425540 |

Discussion of results example one as shown in the Table 1, its cleared down with conversation, all numerical methods
have the same results in the first three decimal places, but in the fourth place, Bash Forth has a more straightforward approach to Runge Kutta as it's the best with primary results, in the fifth and sixth decimal places of the approximations, the presence of Moulton appears close to MATLAB. From the results of the first example, we can deduce The Moulton method is the closest numerical method to the MATLAB solutions and Moulton is the winer here.

Now we get the results through the MATLAB solution to show the solutions method in the first example as in Figure 1.


Figure 1. Comparison of solutions with the $x$-axis and $y$-axes for the first problem

$$
\begin{gathered}
x=0: 0.001: 1 ; \\
\text { Plot }\left(x, y \operatorname{Sol}(x),{ }^{\prime} r^{\prime}, ' \text { line width' } 2\right) ; \\
\text { Grid on } \\
X \text { label }\left({ }^{\prime} x-\text { axis }^{\prime}\right) \\
Y \text { label }(' y-\text { axis })
\end{gathered}
$$

System response as a function of time in MATLAB for x and y coordinates obviously, when the curve starts from zero to the maximum, the error percentage is very small for the values between zero and other points in the curve passes, we can observe the difference of MATLAB solutions from arch passing through the points as shown also Multon closed to MATLAB with problem of first rank.

Example 2. Solve the differential equation by using three numerical methods if we have distance 0.5 for the steep and the equation from second ordered equation.

$$
y^{`}=y-x^{2}+1, h=0.5, y_{0}=0.5
$$

If solving is $y=(x+1)^{2}-0.50 .5 \mathrm{e}^{\mathrm{x}}$
To find $\mathrm{y}_{4}$ by these numerical methods (Runge-Kutta, Bash forth, Moulton methods)?

Solution from:

$$
\begin{gathered}
y=(x+1)^{2}-0.5 e^{x}, h=0.5 \\
y_{1}=\left(x_{1}+1\right)^{2}-0.5 e^{x_{1}}=1.425639 \\
y_{2}=\left(x_{2}+1\right)^{2}-0.5 e^{x_{2}}=2.640859 \\
y_{3}=\left(x_{3}+1\right)^{2}-0.5 e^{x_{3}}=4.009155
\end{gathered}
$$

(1) Solution of example 2 by using Runge-Kutta method

$$
y_{i+1}=y_{i}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right)
$$

Such that: $k_{1}=h f\left(x_{i}+y_{i}\right), k_{2}=h f\left(x_{i}+\frac{h}{2}, y_{i}+\frac{k_{1}}{2}\right)$, $k_{3}=h f\left(x_{i}+\frac{h}{2}, y_{i}+\frac{k_{2}}{2}\right), k_{4}=h f\left(x_{i}+h, y_{i}+k_{3}\right), y_{4}=$ $y_{3}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{2}\right)$, subtitling the values of $k$.
$k_{1}=h\left(y_{3}-x_{3}^{2}+1\right)=1.379577$
$k_{2}=h\left(y_{3}+\frac{k_{1}}{2}-\left(x_{3}+\frac{h}{2}\right)^{2}+1\right)=1.318221$
$k_{3}=h\left(y_{3}+\frac{k_{2}}{2}-\left(x_{3}+\frac{h}{2}\right)^{2}+1\right)=1.302882$
$k_{4}=h\left(y_{3}+k_{3}-\left(x_{3}+h\right)^{2}+1\right)=1.156018$
$y_{4}=4.009155+\frac{1}{6}(1.37957+2(1.3118221)$
$+2(1.302882)+1.156018) y_{4}$
$=5.305455$
(2) Using Bash Forth method for solving example 2

$$
\begin{aligned}
& y_{4}=y_{3}+\frac{h}{24}\left[55 f_{3}-59 f_{2}+37 f_{1}-9 f_{0}\right] \\
& f(x, y)=y-x^{2}-1 \\
& f_{0}=f\left(x_{0}, y_{0}\right)=f(0,0.5)=y_{0}-x_{0}^{2}+1=0.5-0+1 \\
& \quad=1.5 \\
& f\left(x_{1}, y_{1}\right)=y_{1}-x_{1}^{2}+1=2.175639 \\
& f\left(x_{2}, y_{2}\right)=y_{2}-x_{2}^{2}+1=2.640859 \\
& y_{4}=4.009155+\frac{0.5}{24}[55(2.759155)-59(2.640859) \\
& \quad+37(2.175639)-9(1.5)] \\
& y_{4}=5.32043598
\end{aligned}
$$

## (3) Using Moulton method to solve example 2

$y_{4}=y_{3}+\frac{h}{24}\left[9 f_{4}+19 f_{3}-5 f_{2}+f_{1}\right]$
$f(x, y)=y-x^{2}-1$
$f\left(x_{1}, y_{1}\right)=y_{1}-x_{1}^{2}+1=2.175639$
$f\left(x_{2}, y_{2}\right)=y_{2}-x_{2}^{2}+1=2.640859$
$f\left(x_{3}, y_{3}\right)=y_{3}-x_{3}^{2}+1=2.750155$
$f\left(x_{4}, y_{4}\right)=y_{4}-x_{4}^{2}+1=2.305455$
$y_{4}=4.009155+\frac{0.5}{24}[9(2.305455)+19(2.305455)$ $-5(2.640859+2.175639)]$
$y_{4}=5.303829$
(4) Using MATLAB Ode45 methods to solve second example

> clc Clear
> Close all
> syms $y(x)$
> Ode $=$ diff $(y, x)=y-x^{2}+1 ;$
> cond $=y(0)=0.5 ;$
> $y$ Sol $(x)=$ dsolve $($ ode, cond $) ;$
> ans $=6.158753$
> $x=0: 0.001: 3$
> Plot $\left(x, y\right.$ Sol $(x), r^{\prime}, '$ line width', 2$) ;$
> Grid on
> $X$ label $\left({ }^{\prime} x-\right.$ axis' $)$
> $Y$ label $(' y-$ axis' $)$

Discussion results of the second example, as well as Moulton with MATLAB'S have the best approximation, and

Runge-Kutta with Bash forth are close together, as shown earlier in Table 2 with a first order example.

Table 2. The results of three numerical methods with MATLAB its clear by Figure 2

| $\boldsymbol{y}_{\boldsymbol{i}}$ | Bash Forth | Moulton | Runge-Kutta | MATLAB <br> (ODE45) |
| :---: | :---: | :---: | :---: | :---: |
| $y_{4}$ | 5.320435 | 5.303829 | 5.305455 | 6.158753 |

Results of the second squared example with the quadratic function and the exponential function, we notice through numerical solutions that appeared to us that the results of Runge-Kutta method are close to Moulton. Also, the solutions of Adams-Bash forth method are close solutions of MATLAB. Therefore, we can say here that solutions of the Adams-Bash forth method are preferred with the quadratic function and the exponential function.


Figure 2. System response as a function of time using MATLAB solutions and numerical methods as shown in the diagram with both axis


Figure 3. Comparison of the methods, Bash forth, Moulton, Kutta, and MATLAB

The results start from the value 0.5 during each point. In the first figure in blue columns, represent the results for solutions of the first example, and the second, represented by the red columns, are the results of the second example. We
represented the solutions for two examples, from the first to last value, as in the fig on both axes (Figure 3). In first example with step $\mathrm{h}=0.2$ at first order function, the blue column in the model represents a unit solution with first order differential equations and three numerical methods. Also, with four steps in solutions we get a good approximation of all steps. Small errors. For each method, also compared four values as shown in the blue column and red column as in the third figure. First, we compare the values of the blue column which it turns out, that Moulton's method is better than other numerical solutions used in the first problem. Also, for second example when $\mathrm{h}=0.5$ with quadratic and exponential equations which gives excellent results in the red color of Moulton's column it has a better approximation than other methods, it has a small error of the MATLAB method, and also with two numerically different solutions for kinds of equations where Moulton gives the best approximation rest of numerical methods is closer to MATLAB solutions with the problem of first order but with the second order bash forth is the winner.

## 4. CONCLUSIONS

Our article is mainly about the Adams-Bashforth, Rung-Kutt-4, and Moulton as approximation numerical methods using MATLAB, which is solved in the first and second order also Moulton stay winner method on first example. But in the second part the methods modified by Adams-BashforthMoulton and MATLAB, we prove the main argument by applying inequalities and avoiding using higher order with other methods only by Adams-Bashforth achieved profitable results with the highest order, moreover Rung-Kutta-4, and MATLAB gives positive results with all the solutions. Finally, we recommend using Adams-Bashforth with the highest order and Moulton with first rank the MATLAB stay the best with all ranks have profitable results.
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