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Magnetic Resonance Imaging (MRI) is a critical tool in the detection and characterization 

of brain tumors, offering precise information on tumor location, size, and properties. This 

information is vital for healthcare professionals to devise personalized treatment plans and 

select suitable therapeutic approaches while preserving neurological functions. Presented 

here is an innovative AI-based MRI tumor diagnosis system, accessible to a wide range of 

medical professionals including radiologists, specialists, and registrars. The system 

integrates advanced web service applications, providing an improved user experience. The 

diagnosis system is built utilizindg a Y-Net architecture with transfer learning, 

demonstrating a classification loss of 0.2152 and an accuracy rate of 0.9075. Remarkably, 

for segmentation tasks, the system achieves an accuracy of 0.9983, a dice coefficient of 

0.9036, and an Intersection over Union (IoU) of 0.8225. Hosted on Amazon's cloud 

servers, the system is readily available to medical center personnel, ensuring widespread 

accessibility. For deployment on the Amazon cloud, a virtual machine running the Ubuntu 

Linux distribution was established, and the training model was successfully deployed 

online. To bolster the reliability of interactions among various users, the deployment of 

HTTP/2 for internet connections is recommended. This protocol significantly enhances 

the handling of substantial MRI data, fostering improved transfer speeds and effective 

collaboration in the diagnosis and treatment of brain tumors. This implementation 

culminates in a sophisticated Picture Archiving and Communication System (PACS) with 

cloud-based functionalities for the storage, retrieval, management, and distribution of 

medical images and associated patient data. The MRI PACS system guarantees precise 

and error-minimized interactions among users, excelling in data interchange speed and 

accuracy. Simultaneously, the system's core AI functionalities, including segmentation, 

classification, localization, and tumor area calculation, are executed flawlessly, ensuring 

integrity and no data loss or corruption. 
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1. INTRODUCTION

The field of deep learning continues to thrive, with its 

applications extending across image recognition, 

identification, segmentation, and disease diagnosis, presenting 

more efficient solutions than traditional machine learning 

techniques [1]. Its proficiency is particularly pronounced in 

medical image diagnosis using MRI, where deep learning has 

significantly reduced the time and effort involved in the 

manual classification and segmentation of brain tumors, thus 

revolutionizing the analysis of extensive medical image 

databases. This technological advancement provides medical 

professionals with enhanced insights into patients' internal 

organs, thereby facilitating more accurate assessments and 

therapy planning [2, 3]. 

In the domain of brain tumor segmentation, detection, and 

classification, machine learning and deep learning techniques 

have been extensively adopted. These technologies aim to 

automate the aforementioned processes, augmenting the 

efficiency of medical assessments and therapy planning [3]. 

The decision to implement deep learning models as standalone 

entities or within cloud-based solutions is pivotal. While 

standalone models offer rapidity and simplicity in business 

processes, including training, prediction, and decision-making, 

their limitations become evident when handling large datasets, 

requiring constant updates and rapid response for an extensive 

user base [4]. Conversely, hosting deep learning models on 

AWS EC2 provides a robust and adaptable environment, 

facilitating efficient training and deployment at scale. The 

integration of HTTP/2 as a communication protocol addresses 

the constraints of its predecessor, HTTP/1.x. This advanced 

protocol introduces features such as header compression, 

multiplexing, prioritization, and complete request and 

response multiplexing. These enhancements are crucial in 

improving web performance and user experience [5]. It is 

essential that these capabilities be incorporated into the 

proposed system to optimize its performance. 

The primary objective of this article is to present a novel 

methodological advancement in the field of intelligent MRI 

PACS systems. This has been achieved through the 
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development of an innovative system for MRI-based 

identification and segmentation, utilizing the Y-Net 

architecture. This system is seamlessly integrated into the web 

environment and leverages the robust capabilities of HTTP/2. 

It is hosted on Amazon Web Services (AWS), ensuring a 

powerful and flexible platform for its deployment. This system 

exemplifies the integration of deep learning technologies in 

medical imaging, enhancing accuracy and efficiency in MRI 

image analysis. The deployment on a web-based platform, 

coupled with cloud hosting, ensures high accessibility, 

scalability, and performance. These features are indispensable 

for healthcare professionals and researchers seeking advanced 

medical image interpretation and diagnostic solutions. 

Designed with user-friendliness in mind, the system's 

architecture addresses the limitations and capitalizes on the 

strengths of existing solutions. The emphasis is on ease of 

implementation, usage, and further development, ensuring a 

comprehensive approach to medical image analysis. The 

CoviExpert platform presents an innovative approach to 

COVID-19 diagnosis using chest X-rays. This user-centric 

platform allows for effortless uploading of X-ray images, 

providing rapid predictions and enabling informed decision-

making. Its design incorporates an intuitive user interface, 

complete with sections for general information, FAQs, and 

contact details. While CoviExpert enhances the diagnostic 

process through its accessible and streamlined design, it must 

be noted that accuracy is contingent upon the quality of the 

images provided. The system’s potential for misinterpretation 

necessitates user support, especially for those less experienced 

with medical imaging [6].  

The focus shifts to pneumonia, a global health concern and 

a leading cause of mortality, particularly among children and 

the elderly. Chest radiographs, known for their affordability 

and rapid results, are extensively used for pneumonia 

diagnosis. The application of a convolutional neural network 

(CNN) to classify chest X-rays into categories, namely, 

normal, bacterial pneumonia, and viral pneumonia, has shown 

promising results. Enhanced by data augmentation, the CNN's 

accuracy in this classification task has been improved from 

70% to 78.37%. This advancement underscores the potential 

of deep learning in early pneumonia detection. The integration 

of this model into a user-friendly web application hosted on 

AWS simplifies the process of image uploads, thus increasing 

accessibility for medical professionals and the broader 

community [7]. Nevertheless, challenges have been observed 

in the initial model, notably in terms of lower accuracy and 

elevated loss, thereby underscoring the necessity for enhanced 

training data. The variability in validation loss has been 

identified as a factor potentially impacting the consistency of 

predictions. Additionally, the web application's provision of 

disease-related information for healthcare professionals has 

been found wanting. 

A groundbreaking method for disease detection using 

machine learning algorithms is introduced. These algorithms 

analyze symptoms, thereby obviating the need for laboratory 

tests. The research applied six supervised machine learning 

algorithms, namely, J48 decision tree, random forest, support 

vector machine, k-nearest neighbors, naïve Bayes, and 

artificial neural networks, to the "COVID-19 Symptoms and 

Presence Dataset" obtained from Kaggle. Techniques such as 

hyperparameter optimization and 10-fold cross-validation 

were employed to enhance the performance of these 

algorithms. A comparative analysis, focusing on accuracy, 

sensitivity, specificity, and the area under the Receiver 

Operating Characteristic (ROC) curve, indicated that the 

random forest, support vector machine, k-nearest neighbors, 

and artificial neural networks algorithms exhibited superior 

performance. They achieved an accuracy of 98.84%, 

sensitivity of 100%, specificity of 98.79%, and an area of 

98.84% under the ROC curve. Moreover, a user-friendly web 

application was developed, enabling the prediction of COVID-

19 based on current symptoms. This tool offers real-time 

disease detection without relying on laboratory tests, kits, or 

devices. However, it is crucial to note that the predictions 

provided by this application are not official and may lead to 

false positives or negatives. Therefore, laboratory testing 

remains imperative for confirmation. Patients are advised to 

seek telemedicine or medical consultation for an accurate 

diagnosis and appropriate guidance. It is recommended that 

this tool be used in tandem with standard testing methods [8]. 

 

 

2. RESEARCH METHODOLOGY 
 

To implement an intelligent MRI PACS website based on 

Y-Net for both segmenter and classifier training deep learning 

model, we divide the process into two distinct stages, as 

illustrated in Figure 1. 

 

 
 

Figure 1. Processes flowdiagram of proposed PACS system 

 

2.1 Stage one: Design, training, deployment, and testing 
 

In the first stage, our focus is on designing, training, 

deploying, and testing an MRI-based AI using Y-Net [9]. This 

involves the integration of the AI model with a web 

application on a local machine. The main components of this 

stage are as follows: 
 

2.1.1 MRI diagnosis deep learning 

For the diagnosis of brain tumors through magnetic 

resonance imaging (MRI), we utilize deep learning (DL) 
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techniques [3]. These techniques facilitate brain tumor 

identification, detection, and classification, and we also 

employ transfer learning (TL) [10]. Y-Net DL architecture is 

applied for both classification and segmentation of brain 

images, as demonstrated in Figure 2. The trained model is 

saved locally as an. hdf5 file. 

 

 
 

Figure 2. Y-Net architecture for both of classification and 

segmentation MRI brain [10] 

 

2.1.2 Y-Net model-based web application deployment 

Incorporating the Digital Imaging and Communication in 

Medicine (DICOM) standard for medical screenings, we 

consider industry standards and developments such as those 

by the American College of Radiology (ACR) and the 

National Electrical Manufacturers Association (NEMA). 

These standards help preserve historical data and support 

integration with PACS and other communication systems, 

including waveforms, reports, and IDs. 

To make the PACS system accessible to radiologists, 

healthcare professionals, and users, we utilize cloud services 

to create dedicated interfaces and tools within the PACS user 

interface. Our approach begins with implementing a high-level 

Python web framework called Django, which follows the 

model-view-controller (MVC) architectural pattern, often 

referred to as MVT (Model-View-Template). 

Django offers a robust set of tools and features that 

streamline development, enhance security, and ensure 

scalability [11]. The main components of Django's MVT 

architecture are depicted in Figure 3. When a user interacts 

with our PACS system by accessing a URL or performing any 

action, the user's web browser sends an HTTP request to the 

Django server. 

To facilitate this interaction, a URL dispatcher maps the 

incoming URL to a specific view based on URL patterns 

defined in our application file "urls. py." This file contains a 

list of URL patterns and their corresponding view functions. 

The view function processes the user's request and returns an 

HTTP response, which may involve interaction with the model 

(database) for data retrieval and processing. 

The view function interacts with the Model to retrieve the 

necessary data, in this case, a list of all patients from the 

database using the Patient. objects. all () query. Finally, the 

view function renders the retrieved data into an HTML 

response using a template that defines the structure of the 

HTML page and inserts dynamic content from the data 

retrieved in the view [12]. 

The rendered HTML content is returned as an HTTP 

response to the user's browser, displaying the page, which, in 

this example, is a list of patients. 

 

 
 

Figure 3. Model, view and template process 

 

2.2 Stage two: Global access network with AWS 

 

In the second stage, we make the intelligent MRI PACS 

system accessible on the global network, particularly the 

Amazon Cloud network. This step is crucial for reaching a 

broader audience, including medical professionals and users 

worldwide. To achieve global accessibility, we leverage the 

Amazon Web Services (AWS) cloud platform. Here's how we 

do it: 

 

2.2.1 Gitlab: A centeralized development platform 

Before deploying our system on AWS, we upload our code 

to GitLab, a powerful version control platform. This step 

ensures efficient project organization and collaborative work 

among team members. GitLab facilitates change management, 

version tracking, and maintains a centralized code repository. 

GitLab serves as a comprehensive platform for streamlining 

development processes, fostering collaboration, and 

automating software delivery. It is a crucial tool for 

development teams, covering various aspects, from code 

creation to deployment [13]. 

 

2.2.2 AWS hosting 

Amazon Web Services offers various hosting solutions, and 

one of the most prominent is Elastic Compute Cloud (EC2). 

This web service is central to cloud computing needs, allowing 

users to lease virtual machines known as instances for running 

applications on a scalable and reliable platform [14]. EC2 is 

the preferred choice for hosting deep learning models with 

web applications due to its scalability, reliability, high 

performance, security, ease of use, cost-efficiency, and robust 

community and support. This combination of features makes 

EC2 a top choice for meeting the computational demands of 

deep learning tasks while ensuring flexibility and cost-

effectiveness. 

 

2.2.3 Configuring EC2 instance 

To host our PACS system, we need to configure an EC2 

instance. This involves launching an Amazon Machine Image 

(AMI), which utilizes the Ubuntu operating system. The 

chosen instance type is t2.2xlarge, equipped with 32GB of 

RAM and 8 virtual CPUs (vCPUs) based on Intel Xeon. 

Security group configuration is essential, permitting specific 

port access for HTTP and SSH. 
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2.2.4 Key pair creation 

An integral step in this process is creating a key pair. AWS 

generates a public-private key pair. The private key is securely 

stored on our local machine, while the public key is associated 

with our EC2 instance. This key pair allows secure access to 

our EC2 instance through SSH for activities such as cloning 

the code repository from GitLab. 

 

 

3. RESULT 

 

The intelligent PACS (Picture Archiving and 

Communication System) designed for the segmentation and 

classification of brain tumors and accessible through a web 

application consists of several key components: 

 

• Administrator: At the core of the system is the 

administrator, responsible for managing user accounts and 

their roles. This individual ensures the smooth operation of the 

system, overseeing its various functions. 

• Registrators: Registrators play a critical role in the 

initial phase of the patient journey. They are tasked with 

gathering essential information from incoming patients, 

including their unique ID, first name, sex, and age. This data 

collection is the first step in the process. 

• Radiologists: Highly specialized medical 

professionals, radiologists, are responsible for capturing and 

uploading MRI (Magnetic Resonance Imaging) images of the 

patients. Their expertise in acquiring high-quality images is 

essential for the accurate analysis that follows. 

• Specialists: The specialists, often medical experts or 

diagnosticians, are the end-users of the system. They receive 

the MRI images and the results of the deep learning analysis. 

Their responsibilities encompass interpreting these outcomes, 

including the localization, segmentation, classification, and 

tumor area calculation. They also provide comprehensive case 

notes and save diagnostic reports as PDF files. 

The workflow within this system is well-defined and as 

shown in Figure 4: 

 

 
 

Figure 4. Process of MRI PACS system 

 

(1) Data Entry by Registrators: The process begins when 

registrators input vital patient information into the system, 

which acts as the foundation for subsequent analyses, 

information of patient including First Name, Last Name, Age 

and Geneder as shown in Figure 5. 

 

 
 

Figure 5. Registerator add patient in PACS 

 

(2) Information Transfer to Administrator: The collected 

data is then passed on to the administrator, who manages the 

administrative aspects of the system as shown in Figure 6. 

 

 
 

Figure 6. List of patients in radiology page 

 

(3) Assignment to Radiologists: The administrator assigns 

the patient case to radiologists, who are tasked with capturing 

and uploading the MRI images, ensuring that the image quality 

meets diagnostic standard sas shown in Figure 7. 

(4) Deep Learning Analysis: The core of the system's 

intelligence lies in the deep learning model. This model 

performs tasks such as localization, segmentation, 

classification, and tumor area calculation, and presents the 

results to the radiologist and specialists. 

(5) Specialist's Role: Specialists analyze the deep learning 

results and apply their clinical expertise to interpret and refine 

the findings. They also contribute vital case notes to provide 

context and insights as shown in Figure 8. 

(6) Report Generation: Specialists compile diagnostic 

reports that encapsulate the patient's condition, including the 

tumor's location, characteristics, and any pertinent clinical 

notes. These reports are saved in PDF format for ease of 

accessibility and sharing as shown in Figure 9. 

51



 

By orchestrating these components and implementing deep 

learning technology, the PACS system enhances the accuracy 

and efficiency of diagnosing brain tumors, ultimately 

improving patient care and medical decision-making. 

In the realm of healthcare database modeling which is used 

SQLite, the initial phase involves creating five distinct tables 

with specific roles as shwon in Figure 10. User Profile, User, 

Doctor, Tumor, and Person Tables, these tables form the 

foundation of the database structure. 

The User Table establishes a one-to-one relationship with 

the User_Profile Table, differentiating user accounts based on 

type. Additionally, it facilitates a one-to-many relationship 

with the Doctor Table, enabling doctors to contribute notes for 

patient case reports. 

The Tumor Table is central, with a one-to-many 

relationship with the Doctor Table, allowing the association of 

multiple tumors with a single doctor. It also establishes a 

many-to-one relationship with the Person Table, signifying 

each tumor's connection to a single patient while allowing each 

patient to be associated with multiple tumors. 

As for the implementation of HTTP/2, this technology can 

significantly enhance the web application's performance and 

responsiveness. HTTP/2 is particularly well-suited for 

applications that rely on multiple data transfers, such as 

medical imaging and deep learning analysis. 

 

 
 

Figure 7. Radiologist upload MRI for patient and result will 

be display immediately 

 

 
 

Figure 8. Specialist will add his note in each image 

 

To enable HTTP/2, it can be integrated into the web server 

that hosts the PACS system. Modern web servers like Apache 

Server to improve the speed and efficiency of web applications 

and websites, as faster loading times and better resource 

management are allowed by it. This is achieved with the 

following command, as shown in Figure 11. 

 

 
 

Figure 9. Saved report of patient by specialist as PDF 

 

 
 

Figure 10. Relationship database PACS system 

 

 
 

Figure 11. Activate HTTP/2 

 

 

4. CONCLUSION 

 

By utilizing AWS to host the PACS system, healthcare 

providers can take advantage of the cloud's scalability, 

reliability, and security features. AWS provides a robust 

infrastructure that ensures the PACS system's high availability, 

seamless data backup, and disaster recovery capabilities. 

Additionally, the cloud-based setup reduces the need for on-

premises hardware maintenance, resulting in cost savings and 

greater flexibility in resource allocation. 
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Enabling HTTP/2 for the PACS system brings significant 

benefits to data transfer efficiency and user experience. With 

HTTP/2's multiplexing, the system can process concurrent 

requests over a single connection, reducing latency and 

accelerating image retrieval. Header compression minimizes 

overhead, optimizing bandwidth usage and further enhancing 

system performance. Furthermore, the adoption of HTTP/2, 

together with SSL/TLS encryption requirements, ensures the 

secure transmission of sensitive patient information. 

The combination of AWS hosting and HTTP/2 support 

guarantees swift access to medical images, quicker retrieval 

times for clinicians, and ultimately improves patient care. 

Moreover, the PACS system's dynamic scalability in AWS 

enables healthcare institutions to adapt seamlessly to varying 

workloads, efficiently handling a growing number of medical 

imaging studies. 

In conclusion, implementing an MRI PACS system hosted 

in AWS and enabling HTTP/2 signifies a forward-looking 

approach that harnesses cutting-edge technology to deliver a 

secure, high-performance, and dependable medical imaging 

platform for healthcare providers and their patients. 
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