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The surge in global population and economic activity has precipitated a significant 

escalation in waste generation, with projections indicating potential daily global waste 

levels of 11 million tons by the century's conclusion. This intensification presents a 

formidable challenge requiring innovative solutions, one of which is the utilization of 

machine learning algorithms for automated waste categorization. This study explores the 

integration of the Faster R-CNN algorithm within an Android application, aimed at 

streamlining waste management through the identification and categorization of 

recyclables. The proliferation of smartphone usage—specifically Android applications—

provides an accessible platform for mass education on waste management, thereby 

contributing to potential waste reduction. This study deployed a visual testing approach to 

evaluate the application's performance across diverse waste categories, including 

cardboard, glass, plastic, and paper. During each testing session, images of each waste type 

were captured and the objects were methodically rotated by approximately 20 degrees, 

enhancing the robustness of the machine learning model. The implementation of the Faster 

R-CNN algorithm within an Android environment, as exemplified in this study, has

demonstrated noteworthy potential to revolutionize waste management. An impressive

accuracy rate of 98.106% was achieved in the detection and classification of various waste

types. Such a technological innovation can augment the efficiency of waste categorization

and recycling efforts. Thus, the study contributes to the development of a more sustainable

and environmentally responsible waste management system.
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1. INTRODUCTION

The domain of deep learning, which represents an intriguing 

and highly impactful facet of artificial intelligence, holds 

paramount significance in contemporary times. This is owing 

to the fact that, in recent years, deep learning has heralded a 

plethora of significant breakthroughs in numerous domains 

such as cyber security [1, 2], medical imaging [3, 4], computer 

vision [5], and an assortment of others, thereby solidifying its 

position as a highly influential and dynamic field of study. The 

field of deep learning has undergone significant progressions 

in recent years, fundamentally altering our comprehension and 

approach to resolving a diverse range of intricate issues. These 

advancements have paved the way for breakthroughs in the 

domains of facial recognition [6], object detection [7], mask 

detection [8], machine translation [9], speech recognition [10], 

COVID-19 detection [11], and numerous others. 

The generation of waste materials, a byproduct of human 

activities, has risen to a level of concerningly high proportions 

due to the surge in population growth and economic expansion. 

The perpetuation of practices that generate waste has led to an 

unprecedented amount of waste being produced at a global 

scale, with an estimated 3.3 million tons generated each day 

[12]. This unprecedented level of waste production has 

presented numerous challenges for countries around the world 

in their management and mitigation of this issue [13]. 

Projections indicate that, in the year 2100, the daily rate of 

waste generated globally could potentially escalate to a 

staggering 11 million tons [14]. The sheer volume of waste 

unceremoniously disposed of in landfills poses a multitude of 

grave environmental problems, including but not limited to 

soil, water, and air contamination, as well as negative impacts 

on the health of the human populace. Alarming reports suggest 

that the waste produced by the planet is culpable for an 

alarming 5% of the cumulative carbon emissions across the 

world, and should waste incineration methods be employed, it 

is inevitable that this percentage will increase. Nevertheless, 

should we manage to implement superior waste management 

systems, we could potentially make a significant dent in global 

CO2 emissions, with a potential reduction of up to a 

noteworthy 15% [15]. 

The importance of effective management of Municipal 

Solid Waste (MSW) cannot be overstated, as it serves as a 

major factor in curbing the looming environmental threat 

posed by the ever-increasing trend of waste generation. The 

facilitation of environmental protection, conservation of 

natural resources, and mitigation of public health risks that 

proper waste management offers cannot be overemphasized 

[16]. Therefore, for effective MSW management to be 

achieved, adequate recognition and comprehension of the 

nature of MSW are of utmost importance, particularly with 

regard to the quantity generated and collected for treatment 
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(via recycling and energy recovery) and disposal [17]. 

In the field of computer vision, Deep Convolutional Neural 

Networks (CNNs) have achieved remarkable success in 

various tasks. Particularly, for object detection, region-based 

CNN detection techniques have become the dominant 

paradigm. This area has been expanding at an unprecedented 

pace, as evidenced by the emergence of three generations of 

region-based CNN detection models, namely R-CNN [18], 

Fast R-CNN [19], and the latest Faster R-CNN [20], each of 

which has exhibited progressively superior precision and 

faster processing speed over the recent years. The Faster R-

CNN, which constitutes the most recent iteration of region-

based generic object detection techniques, has been able to 

exhibit noteworthy outcomes across several object detection 

benchmarks. In addition, it has served as the fundamental 

framework for the triumphant submission in the COCO 

detection challenge of 2015. 

In their previous work Liu et al. [21], they utilized the Faster 

R-CNN deep learning framework in conjunction with the 

simplified VGG16 extraction network to successfully achieve 

precise identification of rock types. An accuracy rate of over 

96% was obtained for single-type rock image recognition, 

while more than 80% accuracy for multi-type rock hybrid 

images was achieved. Subsequently, in a follow-up study [22], 

it was determined that the proposed COVID Faster R-CNN 

framework might effectively aid in the detection of COVID-

19 cases through the examination of Chest X-Ray images, with 

an impressive accuracy of 97.36%. 

In the research conducted by Nguyen et al. [23], the Faster 

R-CNN framework was employed to detect lung nodules in 

CT scans. The system that was proposed in that study was able 

to attain a remarkably high sensitivity of 95.64% at a rate of 

1.72 false positives per scan. Moreover, the Competition 

Performance Metric (CPM) score of the proposed system was 

88.2%, which clearly indicates that it surpassed other state-of-

the-art detection techniques. The false positive reduction 

network that was employed in this research also achieved 

impressive results, with a sensitivity of 93.8%, specificity of 

97.6%, and accuracy of 95.7%. Furthermore, in a different 

study Zhang et al. [24], the faster R-CNN method was utilized 

to detect cells in fecal images. The proposed method was able 

to achieve an average mean precision of 84% and a detection 

time of 723 m/s per sample for a total of 40,560 fecal images. 

The accuracy of the method proposed in the aforementioned 

study was also considerable, with a success rate of 94% in 

counting cattle in pastures and 92% in feedlots [25]. 

From the aforementioned contextual background, it 

becomes evident that the confluence of deep learning, waste 

management, and Faster R-CNN presents a compelling 

solution to address the challenges posed by the escalating 

waste crisis. This article specifically investigates the pivotal 

role of Faster R-CNN in the context of waste detection. Our 

research primarily centers on the application of Faster R-CNN 

within an Android-based waste type detection system, with the 

aim of transforming waste sorting by type, thereby 

significantly mitigating its detrimental environmental impact. 

Furthermore, this study explores the integration of deep 

learning technology as an advanced, environmentally friendly 

solution for waste sorting, emphasizing its indispensable 

utility in effectively addressing this critical issue. 
 

 

2. METHODOLOGY 
 

The comprehensive and rigorous framework of the research 

approach for identifying various waste types in the Android 

platform utilizing the state-of-the-art deep learning framework, 

namely TensorFlow, with the advanced Faster R-CNN 

algorithm, encompasses a multitude of crucial stages that are 

of paramount importance to ensure the validity and reliability 

of the outcomes. 

The initial stage of this method involves the collection of an 

extensive and diverse dataset about the waste types under 

consideration, followed by the meticulous and intricate 

process of dataset annotation, whereby each image is 

thoroughly analyzed and labeled by expert annotators to 

facilitate the development of a robust and efficient model. 

Subsequently, the data preparation stage involves the cleaning 

and transformation of the dataset such that it is suitable for the 

model training process. The image preprocessing phase is a 

crucial step that involves a series of intricate operations such 

as image resizing, normalization, and enhancement, which are 

aimed at optimizing the performance of the model. The next 

stage in this method is the model training phase, wherein the 

deep neural network is trained on the annotated and 

preprocessed dataset in an iterative manner until an optimal 

and accurate model is attained. The model evaluation stage 

encompasses an in-depth and meticulous analysis of the 

model's performance based on various metrics such as 

precision, recall, and F1-score, which are crucial indicators of 

the model's efficacy. The testing and validation phase involves 

the testing and validation of the model on independent and 

unseen datasets to assess the generalizability and robustness of 

the model. Finally, the results of the proposed method are 

presented and analyzed in detail to provide valuable insights 

and observations. For a more elaborate and detailed 

understanding of the various stages of the proposed method, 

please refer to Figure 1 below.  

 

 
 

Figure 1. Stages of the research method 

 

2.1 Dataset 

 

The datasets, which were utilized in this particular study, 

encompass a grand total of 122 datasets that are inclusive of a 

diverse range of household waste, including but not limited to 

cardboard, glass bottles, glass, plastic, newspapers, old 

magazines, and even used plastic bottles. Once the datasets 

have been prepared, the subsequent step is to meticulously 

create a label for each individual dataset, one by one. Upon the 

completion of this meticulous labeling process, the datasets are 

then subjected to rigorous training via the algorithm from the 
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Faster R-CNN method. For a more comprehensive 

understanding of the intricacies of the aforementioned dataset, 

kindly refer to Figure 2. 

 

 
 

Figure 2. Waste dataset 

 

2.2 Faster R-CNN 

 

The Faster Region-based Convolutional Neural Network 

(R-CNN) [26], a prominent two-stage architecture for object 

detection, has garnered considerable attention in the field of 

computer vision. This system, comprising a Regional Proposal 

Network (RPN) and a Fast Region by Feature Artificial Neural 

Network (Fast R-CNN), can be conceptualized as a complex 

entity that leverages the capabilities of both components to 

achieve superior performance. Specifically, the RPN is 

responsible for replacing the Selective Search algorithm [27] 

of Fast R-CNN, thereby enhancing the overall efficiency and 

accuracy of the system. 

The Faster R-CNN model is comprised of a pair of modules, 

namely the Region Proposal Network (RPN) and the detector. 

It is pertinent to note that these networks share a similar 

convolutional backbone for feature extraction, which is 

generally pre-trained for classification and personalized for 

object detection. Moreover, the RPN and detector possess two 

heads each, one for predicting bounding boxes, which is 

referred to as the regression head, and the other for 

classification. It is imperative to highlight that the 

aforementioned components are critical in facilitating the 

efficiency of the Faster R-CNN model. 

The Region Proposal Network (RPN) is a core component 

of Faster R-CNN, consisting of a classifier and a regressor. 

Anchors, predefined bounding boxes, are central to its 

operation, serving as reference points in a sliding window 

approach. For instance, the ZF Model uses 256-dimensional 

anchors, while VGG-16 employs 512-dimensional ones. The 

classifier determines objectness scores for these anchors, 

distinguishing objects from the background. The regressor 

fine-tunes anchor positions and sizes, improving object 

localization. Parameters like scale and aspect ratio are 

essential for adapting anchors to different image 

characteristics. Overall, RPN efficiently generates candidate 

object regions, enhancing object detection's speed and 

accuracy. 

 

2.3 Faster R-CNN algorithm architecture 

 

Faster R-CNN, an advanced and superior object detection 

system, has gained a prominent place in the field of deep 

learning owing to its remarkable capabilities and performance. 

One of the most significant benefits of this cutting-edge 

system is its impressive detection speed, which surpasses that 

of its forerunners, namely R-CNN and Fast R-CNN, as 

acknowledged by Ren et al. [26]. The superiority of Faster R-

CNN can be attributed to its highly efficient and innovative 

architecture that has revolutionized the realm of object 

detection, enabling faster testing time per image. 

The report in question posits that Faster R-CNN, a 

convolutional neural network model widely employed in the 

field of object detection, boasts a significantly expedited 

testing time per image in contrast to its predecessor R-CNN, 

with the former demonstrating an approximate acceleration of 

250 times. This marked discrepancy can be attributed to the 

innovative incorporation of a Region Proposal Network (RPN) 

layer within the Faster R-CNN architecture, which functions 

to generate proposals of regions that possess the potential to 

harbor objects with admirable efficiency. The RPN layer 

facilitates swifter object detection by substantially diminishing 

the number of proposals that necessitate comprehensive 

evaluation. 

Furthermore, it is worth noting that Faster R-CNN has been 

reported to possess an immensely expedited testing time per 

image, which is estimated to be a staggering 25 times greater 

than that of its predecessor, Fast R-CNN. This significant 

disparity can be attributed to the integration of two novel 

layers, namely the Region Proposal Network (RPN) layer and 

the object detection layer, into the Faster R-CNN framework. 

The inclusion of these layers has led to a much more 

streamlined and efficient detection process, which is now 

seamlessly integrated into the architecture of the Faster R-

CNN model. 

The augmented velocity of detection that is made possible 

by the Faster R-CNN algorithm is a significant aspect that 

bolsters its potential for utilization in real-world, time-

sensitive applications or tasks that necessitate rapid 

responsiveness. Due to the significantly quicker test times 

enabled by the Faster R-CNN model, it can be effectively 

implemented in situations that demand real-time object 

detection. As illustrated in Figure 3 below, the architecture of 

the Faster R-CNN algorithm is designed to optimize this 

particular functionality. 

 

 
 

Figure 3. Faster R-CNN algorithm architecture 

 

A more expedient R-CNN methodology has been developed 

to address the issue of sluggish image processing speed. This 

approach incorporates a Deep CNN for region proposal and a 

Fast R-CNN for the utilization of the proposed regions. The 

advantage of R-CNN over alternative models lies in its 

utilization of a selective search method. The region proposal 

network (RPN) predominantly informs the R-CNN as to the 

precise locations it should focus on [28]. 

The primary contrast between Fast Region-based 
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Convolutional Neural Network (R-CNN) and Faster R-CNN 

is the utilization of Selective Search in Fast R-CNN's logic, 

which strives to obtain the Region Proposal output. In contrast, 

the Faster R-CNN algorithm does not incorporate any external 

techniques, such as selective search. Instead, the Faster R-

CNN utilizes the Regional Proposal Network (RPN) to 

accomplish this task. The RPN architecture can be seen in the 

Figure 4 below. 

 

 
 

Figure 4. RPN architecture 

 

 

3. RESULT AND DISCUSSION 

 

3.1 Flutter 

 

Flutter, a mobile application development framework, is 

commonly utilized for creating Android-based mobile 

applications. This particular framework is founded on the Dart 

programming language, which allows developers to efficiently 

create multiplatform applications with great ease and 

flexibility. 

Dart offers an attractive mix of features, including strong 

typing, fast compilation, and a comprehensive standard library. 

Its strong typing system improves code reliability by enforcing 

strict type checks during the development process, reducing 

the potential for errors during the run. One of Dart’s important 

advantages lies in its ability to compile code ahead of time, 

resulting in high-performance and optimized applications. 

This feature is particularly valuable in the context of web 

development, where the user experience relies heavily on fast 

load times and responsive interfaces. In addition, Dart comes 

with rich standard libraries that simplify common 

programming tasks, ranging from asynchronous programming 

support to web app frameworks such as Flutter, which is 

renowned for its ability to develop cross-platform mobile apps 

with a single code base. 

One of the notable features that confer a distinct advantage 

to the Flutter framework is the Hot-Reload capability, which 

facilitates the effortless updating of the developed application 

without necessitating any recompilation. This feature thereby 

presents an expedited and streamlined development cycle, 

which is a highly sought-after attribute in modern software 

development paradigms. The Hot-reload functionality 

operates in a sophisticated manner by seamlessly integrating 

new code that has been meticulously crafted by the developer 

into the running Dart VM. This seamless integration 

mechanism effectively ensures that all the movements and 

actions of the application are meticulously preserved and 

meticulously conserved after the successful execution of the 

hot-reload operation [29]. 

The Flutter framework, a relatively new software tool 

utilized for mobile application development, was initially 

developed and continues to be primarily supported by Google, 

a renowned tech company. The first version of this innovative 

framework was launched in the year 2017, and since then it 

has garnered a significant amount of attention and popularity 

within the software development community. One of the 

standout features of Flutter, which sets it apart from other 

mobile programming languages, is its singular codebase, 

whereby the code for both logic and user interface are not 

bifurcated as is customary, but instead are integrated together. 

Flutter, a mobile app development framework, essentially 

comprises various widgets that serve as the fundamental 

building blocks of all Flutter applications. It is essential to note 

that these widgets can be classified into two categories: 

stateful and stateless. The latter, more specifically, lack an 

internal state, which means that they cannot be modified after 

their creation. However, the former can be dynamically 

modified by altering their internal state without reinitialization. 

Stateful widgets are particularly indispensable when 

developing interactive applications in Flutter. To facilitate this, 

the Flutter framework creates states for its widgets, which can 

be read synchronously at the time of widget creation and can 

be modified throughout the lifecycle of the application [30]. 

Figure 5 below is the flutter architecture. 

 

 
 

Figure 5. Flutter architecture 

 

3.2 TensorFlow 

 

In order to facilitate the expected functioning of the 

application, the employment of TensorFlow is deemed 

indispensable. TensorFlow is an end-to-end platform that has 

gained significant prominence in the machine-learning arena 

due to its remarkable ability to effectively train models. Once 

the model has been trained with TensorFlow, it presents the 

possibility of seamless implementation on an array of 

platforms including web, desktop, web, and cloud. 

TensorFlow is an open-source software library that was 

initially created by Google for an internal project. It was later 
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released to the public in late 2015, and the first version of 

TensorFlow was introduced in 2017. TensorFlow is a highly 

proficient tool that can cater to a large scale of training and 

inference requirements. It is capable of harnessing the power 

of numerous high-potency servers, some of which are GPU-

enabled, that aid in the rapid training of models. Furthermore, 

it efficiently runs the trained models to facilitate production 

inference on various platforms. These platforms span from 

large-scale distributed clusters that are present in data centers 

to local execution on mobile devices. The tool is highly 

versatile and can support a diverse range of experimentation 

and research that pertains to the development of novel 

machine-learning models and system-level optimization [31]. 

 

3.3 Application workflow 

 

The present Android application has been developed 

employing the Flutter framework, which is an open-source 

mobile application development platform that allows 

programmers to build high-performance, high-fidelity, apps 

for Android and iOS, from a single codebase. The main 

functionality of the aforementioned app comprises a button, 

which serves as a trigger to access the camera. Once the 

camera has been accessed, it captures an object, which is 

intended to be detected. After the object has been captured in 

the form of an image, the image is uploaded to the World Wide 

Web, where it is hosted using the Python programming 

language. It is worth noting that the TensorFlow model has 

been installed in the hosting server. Then, the image detection 

process will be carried out by the model that has been 

previously trained, using machine learning algorithms. The 

outcomes of the detection will be sent back to the Android 

application, where they will be displayed on the interface, in a 

visually appealing manner. For more details, see Figure 6. 

 

 
 

Figure 6. TensorFlow architecture 

 

3.4 Design implementation 

 

 
 

Figure 7. Application workflow 

The implementation of the interface design is done using the 

Dart programming language. Interface implementation is done 

by following the design that has been made before. Below is 

the implementation of the design of the system that has been 

made shown in Figure 7. 

 

3.5 System testing results 

 

In order to conduct tests on the waste detection application 

pertaining to diverse waste categories of cardboard, glass, 

plastic, and paper, a pictorial approach is employed. Each type 

of waste is taken three times with each shooting session. In an 

effort to ensure that the machine learning model functions 

optimally, the object is rotated by approximately 20 degrees to 

obtain a range of accuracy values. This procedure is essential 

in validating the effectiveness of the machine learning model, 

thus contributing significantly to the field of waste 

management. 

 

 
 

Figure 8. Interface view 

 

The interface view can be observed in Figure 8, as depicted 

above. The results of object testing are used to evaluate the 

performance of the Android-based waste type detection model 

using the Faster R-CNN method. These results are analyzed to 

calculate the accuracy or level of accuracy of the model in 

detecting waste. This accuracy calculation is done using the 

following formula: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑜𝑡𝑎𝑙 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦

𝑇𝑜𝑡𝑎𝑙 𝑐𝑖𝑡𝑟𝑎
  (1) 

 

where, “total accuracy” represents the numerical value of the 

count of the correctly detected images, and “total image” 

denotes the aggregate number of images that have undergone 

testing in the model. Consequently, it can be inferred that a 

higher accuracy value is indicative of the superior 

performance of the waste type detection model that has been 

formulated. Thus, the outcomes derived from the exhaustive 

analysis of the system encompassing a comprehensive 

evaluation of as many as 12 images, as demonstrated in Table 

1, are expounded upon in the ensuing discourse: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1177,273%

12
= 98,106%  (2) 

 

Based upon the computation of the precision coefficient 

indicated above, it has been inferred that the precision 

outcome is at a staggering 98.106% while taking into account 

a total of 12 data units for the complete image. This inquiry 

has demonstrated that the researcher's proposed method has 
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outperformed various antecedent examinations in the realm of 

implementation assessment. In comparison to the research 

[32], it has been observed that the CNN method for identifying 

waste types has resulted in an accuracy rate of 87%. On the 

other hand, research [33] has used three pre-trained CNN 

models (VGG19, DenseNet169, and NAS Net Large) with 

waste type detection obtaining an accuracy rate of 94%. in the 

comparative analysis of these research studies, several key 

factors stand out as contributors to the differences in accuracy. 

Firstly, data collection methodologies varied across the studies, 

with one study employing a comprehensive approach 

involving multiple shots and object rotations, possibly leading 

to higher accuracy by capturing a broader range of waste 

scenarios. In contrast, another study lacked specific details 

about its dataset, and the exact data collection methods were 

not specified in two other studies, leaving room for variations 

in data quality and diversity. The diversity and quality of 

training data significantly impact a machine learning model's 

performance, and this variability in data collection approaches 

likely played a role in the differences observed. Secondly, the 

choice of model architecture and complexity appeared to 

influence accuracy significantly. These variations highlight 

that the selection of a suitable model architecture and 

complexity level can substantially affect the accuracy of waste 

classification systems. 

 

Table 1. System test results 
 

No Object Object Description Trial Number Output Label Accuracy Result 

1 

 

Glass Jar 

1 Glass 99.974% 

2 Glass 99.999% 

3 Glass 99.534% 

2 

 

Paper Brochure 

1 Paper 99.999% 

2 Paper 99.998% 

3 Paper 99.970% 

3 

 

Plastic Bottle 

1 Plastic 99.991% 

2 Plastic 98.419% 

3 Plastic 79.392% 

4 

 

Cardboard 

1 Cardboard 100.0% 

2 Cardboard 99.999% 

3 Cardboard 99.998% 

 Average Accuracy Result 98.106% 
 
 

4. CONCLUSIONS 

 

The test results show that the machine learning model using 

the Faster R-CNN algorithm achieved an average accuracy of 

98.106% from twelve object captures. However, there are 

some limitations in this study, such as the slow detection 

process and reliance on the internet. This may affect the user 

experience and present challenges related to privacy and data 

consumption. To address these issues, several changes are 

proposed, such as storing data locally, improving data privacy 

and security, managing data consumption, and reducing 

dependency on external infrastructure. With these changes, it 

is expected that the application will become faster, more 

efficient, and more reliable, thus improving its performance 

and usability in real-world scenarios. As a suggestion for 

future researchers, it is recommended to integrate the machine 

learning model using the Faster R-CNN algorithm directly into 

the Android application itself, eliminating the need to upload 

objects to the web/cloud. 
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