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In the paper the influence of Ethernet network dynamics on the quality of diesel-generator 

control is considered. The control quality indicators depend on time delays in the 

transmission of data packets over the Ethernet network. The optimization task of 

minimizing such time delays to improve the control quality was resolved. The Lagrange's 

method of undetermined multipliers and Bellman optimality rule were used for the 

analytical solution of the problem of minimizing time delays. A Matlab-model was 

developed for the research of the impact of time delays on the diesel-generator control 

quality, in which the Ethernet network is used as a data transmission channel between 

control objects and regulators. The scientific novelty of the results is in the improvement 

of the analytical method for analysing the characteristics of the automated control systems 

information processing network to study the influence of network dynamics on the quality 

of control of diesel-generators and determining the intensity of transmission of information 

and control packets, as well as using the proposed optimal conflict resolution rule, using 

which the transmission time delays data are minimal. This reduces the number of conflicts 

between the processes claiming the resources by almost 2 times and increases the quality 

of control. 
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1. INTRODUCTION

Modern automated control systems (ACS) of diesel-

generator autonomous electric power systems (AEPS) 

becomes distributed and hierarchical, by analogy with the 

wind/solar/battery standalone power stations [1], and the 

information exchange between the elements of the system is 

carried out using a network. More often it can be found control 

systems for diesel-generator units (DGU) in which remote PID 

controllers are used, and in the control loop there is a data link 

(i.e., network) that introduces non-constant time delays in data 

transmission. At the same time, the control quality of AEPS 

facilities directly depends on the quality of the network. At the 

initial stage of designing the ACS AEPS, the most important 

is the information survey of the control object, the main task 

of which is to determine the information flows. In particular, 

the increase in time delays in data transmission over the 

network has a negative impact on the control quality of DGU. 

Therefore, the use of analytical methods for research and 

improvement of information support for AEPS is relevant. 

An increase in both the complexity of modern AEPS and 

the requirements for the quality of electricity in these systems 

poses a problem of a thorough study of AEPS at various design 

stages. Along with the introduction of digital distributed 

control systems, one has faced the problem of ensuring a given 

level of control quality [2, 3]. The efficiency of automatic 

control systems in the event of a significant distance towards 

the control object is to some extent related to the time delay of 

signal transfer (i.e., propagation delay) generated by the nodes 

of the system [4, 5]. The presence of a delay most frequently 

affects the performance of the system in general. It's not 

always possible to eliminate delays via technical means. In this 

case, the need for theoretical assessment and forecasting of 

delays, as well as determining their impact on the system 

stability are of primary significance. Increasing amounts of 

processed and transferred information may result in false 

distorted data, thus providing for incorrect control modes of 

operation of the entire system. In addition, a delay in the 

transfer of information and control datasets via the network 

may cause a deterioration in the quality of both controls over 

the excitation of the generator and the speed of the diesel unit, 

which in turn will cause a deterioration in the quality of 

electric energy and malfunction of the operating mode of the 

entire AEPS. 

In studies [6-8], methods for calculating the delays in the 

transmission of data packets over a network are considered. At 

the same time, the process of controlling an AEPS via the 

Ethernet network using the developed specialized software is 

considered. In the example of a specific power plant, 

numerical values of the time delay were obtained for the 

transmission of information and control packets over the 

network. However, the issue of modeling the control process 

of a diesel generator set as part of an AEPS remained 

unresolved in terms of assessing the influence of the calculated 

values of time delays on the control quality indicators. The 

solution of this problem will make it possible at the design 

stage of the ACS AEPS not only to calculate the numerical 

values of possible time delays in data transmission for a 

specific topology but also to simulate the control process in the 

presence of such delays and evaluate their impact on the 

quality of control. This, in turn, will make it possible to 

determine the admissibility of the values of the calculated time 

delays in solving the problems of AEPS control, and, if 

necessary, to take measures to reduce or compensate for them. 
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To compensate for time delays in data transmission during 

network control, one of the known methods can be used, such 

as a prediction-based hierarchical delay compensation 

technique [9] or an adaptive method of time delay 

compensation in networked control systems [10]. In papers 

[11-14], the simulation of the operation of DGUs as part of 

AEPS, including ship power plants, in the presence of 

emergencies, voltage frequency fluctuations, and instability of 

the drive diesel speed was done, but control matters in the 

presence of a signal delay were not considered. The 

complexity of solving these problems is mainly due to the fact 

that requests over the network differ from each other not only 

in the intensity of arrival and quality of service requirements, 

but also in the number of channels called in the route [15]. A 

brief overview of issues related to the study of models of 

multi-resource systems can be found in the study [16]. It is 

noted [17] that the maximization of the load of network 

channels can serve as a criterion for optimizing the functioning 

of the network. However, in this case, the problem of 

organizing access to the communication channel arises. When 

data is transmitted simultaneously from two or more nodes, a 

collision occurs, and the network will become unavailable. In 

the well-known models of circuit-switched networks with 

fixed routing [18, 19], an incoming request requires several 

channels to be serviced simultaneously in each line included 

in its route. In this case, if at least one line of the route does 

not have the required number of free channels, then the 

incoming request is rejected. In the most known research, 

including [20, 21], it is supposed to use a simple access 

strategy, according to which a request of any type is accepted 

into the network if at the time of its arrival there are a sufficient 

number of channels in each line included in its route. The 

request type is determined by the number of channels called 

for service. However, it is obvious that a simple access 

strategy does not allow optimizing the network operation 

according to the chosen quality criterion, and most often the 

criterion is to maximize the load of the network channels [22]. 

In this case, information flows can be distributed both along 

different routes and along different channels. The work [23] 

considers the issues of optimal routing of information flows 

but does not take into account that there is only one 

transmission channel between nodes. 

The main objective of the paper is to develop a distributed 

Matlab-model for conducting model studies of the influence 

of variable time delays in data transmission over the network 

on the diesel-generator control quality, which occur when 

using remote PID controllers and the Ethernet network in the 

control loop and find the ways to improve the control quality, 

by minimizing the time delays of data transmission over the 

network and evaluate their effectiveness by analytical means.  

In this paper, to simulate the control process in the presence 

of a non-constant time delay in the transmission of control 

signals, which more adequately reflects the real situation when 

transmitting data over the network, it is necessary to switch 

from continuous transfer functions of diesel speed controllers 

and the excitation system of a synchronous generator to their 

discrete forms. In this case, the controllers can be considered 

as an implementation of digital filters [24] and described by 

different equations. This, in turn, will make it possible to 

implement such controllers in Matlab in the form of a digital 

state machine (finite state machine), as shown in the study [25] 

using the example of implementing a PID controller. Changing 

the sampling period in the same range in which the time delay 

of data transmission over the network varies will allow us to 

investigate its effect on the quality indicators of diesel 

generator control. To achieve the aim of the research it is 

necessary to: 

1. Develop the structure of a distributed control system,

perform a discrete Z-transform of continuous transfer 

functions of a diesel engine and a generator to replace them 

with discrete equivalents presented in the form of digital state 

machine, which will allow to research the effect of the 

sampling rate on the control quality, in particular, on transients. 

2. Develop a Matlab model of an AEPS with a diesel-

generator and a remote PID controller, which contains the 

Ethernet network in the control channel and evaluate the effect 

of time delays on the integral quality criterion for diesel 

generator control. 

3. Perform an analysis of the characteristics of the data

transmission network by analytical method and formulate an 

optimization criterion to minimize the resulting time delays in 

the data transmission. 

4. Propose the optimal rule for resolving conflicts arising

from simultaneous access to the communication channel of 

several resources in order to improve the quality of remote 

control of diesel generators as part of the AEPS and evaluate 

its effectiveness. 

2. MODELING AND ANALYSIS

Data transmission over the Ethernet network does not occur 

instantly, but with some non-constant delay. The time delay τ 

is the time interval between the moment of sending a data 

packet (in this case, the error value – the difference between 

the required and actual values of the controlled parameter), 

and the moment they are received and fed to the input of the 

remote PID controller. The time delay of a signal while 

passing from sender to recipient consists of several parts: the 

time required for processing at each node, the time required 

for transfer, as well as the time required for signal propagation. 

Each stage may differ in duration, which is determined by the 

network integrity, as well as by various uncontrolled random 

reasons. In this paper, one assumes that the time delay τ is a 

continuous random variable having a certain distribution law. 

Statistical methods of analysis allow the empirical build of a 

distribution curve for a given random variable. Once it is built, 

one may find an approximate time delay as the area under the 

distribution curve is within a given range. Unless one manages 

to analytically describe the probability density of a given 

distribution, then the problem of finding out the probability of 

a delay hitting a given range can be solved using a specified 

integral: 

=

b

a

dfP  )()( , 

where, τ is the time delay, f(τ) is the probability density of a 

random variable τ. The control object covers both the field 

winding of the synchronous generator and a diesel unit 

equipped with a speed regulator. The diesel generator is 

controlled via the network interface by the automation 

regulator, where the control algorithm is implemented in 

software. Figure 1 shows a block diagram of a distributed 

control system along with a remote regulator. 

The time-delay line introduces a signal delay to a variable 

T, which depends both on the sampling interval ν (the distance 
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in units of time between which measurements are taken) and 

the intensity of requests λ: 

),( fT = . 

The intensity of requests in this case is defined as the 

number of data packets sent over the network within a certain 

time interval, for instance 1 sec. 

Figure 1. Structure of a distributed control system equipped 

with a PID regulator 

The paper [26] describes the reasons why digital control 

sampling intervals cannot be considered the same. It is also 

substantiated here that in this event, the digital control system's 

behavior would be rather difficult to analyze analytically, thus 

the simulation modeling is acceptable. Modeling of the control 

systems operation is done by replacing a continuous regulator 

with a digital one, which is implemented in software as a 

digital state machine in a micro regulator, as well as by varying 

the time intervals between the variation of the state machine 

states. Models of the synchronous generator and diesel engine 

excitation system developed in the Matlab Simulink dataset 

[27, 28] are presented in Figure 2.  

Figure 2. Models of synchronous generator excitation system 

and diesel engine speed control systems 

The reference value of the excitation voltage is set at the 

input Vref of the adder, and the actual value of the generator 

voltage is input to the input Vsdq, after which a positive 

sequence voltage is formed, which is fed to the input of the 

low-pass filter, which is represented by a 1st-order aperiodic 

link with a time constant of 0.02 s, which corresponds to the 

period of mains voltage. Signal filtering is necessary to 

eliminate the influence of high-frequency interference on the 

generator excitation control process. At the output of the adder, 

an error signal is generated, which is fed to the input of the 

excitation controller. Physically, the excitation of a 

synchronous generator occurs by changing the voltage on the 

excitation winding, which is an inductance with a negligibly 

small active resistance and this part of the model is described 

by an aperiodic link. The saturation block limits the maximum 

excitation value of the synchronous generator. 

The input of the diesel unit speed control system receives 

the reference speed value and the actually measured one. At 

the output of the adder, an error signal is generated, equal to 

the difference between the required and actual values of the 

diesel engine speed. This signal is fed to the input of the speed 

controller. At the output of the regulator, a control signal is 

generated, which is fed to the actuator, which controls the 

position of the diesel fuel rail. A DC motor is used as an 

actuator. 

A simplified model of a diesel unit is represented by an 

aperiodic link and an integrator connected in series with it, 

which considers the inertia of the masses. In addition, the 

model also has a delay link, which takes into account the delay 

in the speed control loop, due to the fact that when the position 

of the fuel rail changes, the combustible mixture enters the 

cylinders and ignites not immediately, but with some delay, 

which is due to the design features of diesel engines. The 

mechanical power value at the output of the diesel model is 

obtained by multiplying the actual value of the diesel 

revolutions by the torque. 

When replacing continuous regulators with digital ones, the 

models presented in Figure 2 will be hybrid [29] and 

characterized by a variable delay value in control signals. That 

is, the control system will have a digital regulator along with a 

variable sampling period. The transfer function of the 

synchronous generator excitation system is as follows: 
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where, Kp is the gain factor, Td is the integration time constant. 

To obtain an adequate model of a discrete system, it is 

necessary to discretize a continuous system. The most 

common sampling method is sampling using a zero-order 

extrapolator (Zero order hold device). The zero-order 

extrapolator generates a continuous signal by fixing the 

previous discrete value before the impact of the next, i.e. 
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The transfer function of the discrete model: 
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where, Z means the operation of the Z-transform of the original 

continuous system transition function. 

After performing the Z-transform, the transfer function 

WEX(z) of the digital controller of the generator excitation 

system is: 

1

1

1

1

135.01

65.8

11

1
)(

−

−

−

−−

−
=

−
=









+

−
=

z

z

az

bz

sT

K

s

e
ZzW

d

p
sT

EX

s

where, the coefficients a and b are calculated using equations: 

d

s

T

T

ea
−

=

)1( aKb p −=

367



The implementation of a generator excitation digital control 

system in the form of the digital state machine states diagram 

is presented in Figure 3(a). 

Figure 3(b) shows transition graphs of a digital state 

machine that implements the given control law alongside the 

modeling of the control signal time delay. 

(a) Speed control state machine of diesel unit

(b) Control state machine for the excitation system

Figure 3. Transition graphs of digital state machines for the 

generator excitation 

The transfer function of the diesel unit control system WDG(s) 

is as follows: 
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where, K is the gain factor, T1, T2, T3 are the regulator time 

constants.  

Upon performing the Z-transform, the transfer function of 

the digital regulator at a sampling period of 0.01 seconds is as 

follows: 
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When the sampling period is reduced by 10 times, the 

transfer function of the diesel speed regulator is as follows: 
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In Figure 4 a model for researching the synchronous 

generator (SG) excitation system regulator is shown. The 

sampling frequency for the digital state machine is set using 

the clock signal generator Clk. 

Figure 4. A model for researching a digital regulator of the 

synchronous generator excitation system 

In Figure 5 a model for researching of the diesel engine 

control system is shown.  

Figure 5. A model for researching of the diesel engine digital 

control system 

The average delay variable τ is calculated by the equation: 


=

=
k

i

iin
n 1

1


The standard deviation S (a measure of the amount of 

variation or dispersion of a set of values) and the coefficient of 

variation VR (a statistical measure of the relative dispersion of 

data points in a data series around the mean) are taken as the 

variance features of this parameter. The variables are 

calculated by the following formulas: 
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If the coefficient of variation is less than 30%, it means that 

the sample is quite compact, i.e., the time delay varies within 

a small range. 

The key regulator operation quality indicators, that are 

calculated from the transition feature, are overcorrection, 

oscillation, as well as integral assessment [30]. In this paper an 

integral pointer of the control quality criterion A is used to 

assess the control quality: 

dtththA st


−=
0

2))()((

where, hst(t) is the parameter value in the steady state, after the 
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end of transients, h(t) deviation of the parameter from the 

value in the steady state. 

The value of the quality criterion integral indicator of the 

generator excitation control at the discretization period 

fluctuations different values are presented in Table 1. 

The value of the quality criterion integral indicator of the 

diesel engine control system at the discretization period 

fluctuations different values are presented in Table 2. 

Table 1. The value of the integral indicator of the the SG 

excitation system control quality criterion 

Δts, sec A, pu 

0.001 0.007058 

0.002 0.007058 

0.003 0.007058 

0.004 0.007058 

0.005 0.007058 

0.006 0.007058 

0.007 0.007058 

0.008 0.007058 

Table 2. The value of the integral indicator of the diesel 

engine control quality criterion 

Δts, sec A, pu 

0.001 5.559 

0.002 5.817 

0.003 6.346 

0.004 6.994 

0.005 7.549 

0.006 8.252 

0.007 9.708 

0.008 10.871 

The dependence of the integral pointer of the control quality 

criterion on the delay in transferring information and control 

datasets towards the remote regulator of the synchronous 

generator excitation system is presented in Figure 6(a). The 

dependence of the integral control quality criterion on the 

delay in transferring information and control datasets towards 

the remote diesel unit speed regulator is presented in Figure 

6(b). 

As one can see from the diagrams, an increase in the delay 

variable deteriorates control quality. Therefore, to control 

automation objects in real-time mode one should minimize 

delays in transferring datasets via the network. This messages, 

optimizing thread processing algorithms within network nodes, 

as well as dividing threads into service classes to specify the 

most priority ones [31]. The paper is focused on reducing the 

time of information and control datasets to be transferred via 

the network. 

The presence of an Ethernet network in the control loop, 

which can be considered as a delay line, introduces a signal 

delay by an amount that depends on the sampling interval and 

the intensity of requests (i.e., network congestion): 

),( fT =

The developed Matlab model for researching diesel 

generator control processes over the network includes a 

minimal set of objects that are interconnected and allow 

external control (Figure 7). 

The generator is represented by a model of a synchronous 

machine with a damper winding. Machine parameters are set 

in the system of absolute units. The power of the generator is 

400 kW, the linear voltage on the stator is 380V. The generator 

has 2 pairs of poles (nominal frequency of rotation is 1500 

rpm). Two computers connected via a local Ethernet network 

are used to simulate the process. 

(a) Synchronous generator excitation system

(b) Diesel unit speed

Figure 6. Dependencies of integral control quality criterion 

values on the time delays 

Figure 7. Matlab model of the studied system 

In Figure 8(a), a model of a remote controller is presented, 

which contains the controller itself, as well as blocks for 

organizing communication over a local network. In Figure 

8(b), the simulation results are presented. 
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(a) Remote PID controller model

(b) Simulation results

Figure 8. Results of simulation two transition process curves 

When creating the model, the CommStr6.5 Blockset 

libraries were used. This model uses blocks: "LAN Setup", 

"LAN Write" and "LAN Read". The "STR WriteBin" and 

"STR RdBin" blocks were used to format the transmitted data. 

The "LAN Setup" module performs LAN connection setup. In 

the settings window that opens, it is necessary to set the port 

number and IP address of the remote computer. The output of 

this module is a handle to an open port used by other blocks. 

The "LAN Write" block is used for data transfer. The input of 

the block receives the data that will be transmitted. In the 

dialog box for setting the parameters of the "STR WriteBin" 

block, the mask is specified, according to which the packet for 

transmission will be generated. 

As a result of simulation, two transition process curves were 

obtained. Curve (2) in Figure 8 is a graph of the transition 

process when modeling a remote PID controller. 

When analyzing the network of a distributed control system, 

the network topology and communication channels bandwidth 

are well-known. The objective is to reduce the delay time T of 

message flow λij under the specified restrictions. Sum of rates 

in i-th node therefore equals to the following: 

i
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ij  =
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as the flow rate within k-th channel. The delay time is 

expressed by the following formula [2]:  
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where, m is a number of channels; U is an aggregate rate of 

receiving messages; Ck is a bandwidth of k-th channel; 1/μ is 

an average message length (in bits). 

Let's put the value λk into Eq. (1): 
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where, Sij is any cross-section of the graph that divides i-th and 

j-th nodes. Where λijk >0. By using a well-known method of

Lagrange undetermined multipliers, we have the Lagrange

function as follows:
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where, γSij is the Lagrange multiplier. 

To search for the optimum, we should differentiate an Eq. 

(2) and equate it to zero.

The equation is solved with regard to λijk  when using a

numerical method. Another approach to solving the problem 

is as follows. A dataset switching network is considered. The 

network topology is described by a matrix C sized n×n, the 

elements of which have the variables of the communication 

channels bandwidth between i-th and j-th nodes. A matrix is 

symmetric. It has zero nodes and non-negative non-diagonal 

elements. If Cij – Cji > 0, then there is a communication 

channel having bandwidth Cij bit/s that binds i-th and j-th 

network nodes. Message flows are assumed to be of Poisson 

along with rates of ri messages per second. The average length 

of messages (datasets) within the network is 1/μ. The average 

message flow rate is known for each node. When transferring 

datasets via the communication channel between two nodes 

the average delay time in queue for processing is determined 

by the following expression: 

CuC
twait



 1


−
= , 

where, u is a message flow rate [1/s]; C is an effective 

bandwidth of the communication channel [bps]; 1/μ is an 

average message length [bits]. 

If i-th node is connected by communication channels with 

other nodes, then the problem of an optimal flow distribution 

is formulated as follows. Let's note by uij a message flow rate 
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from i-th node to j-th one in [1/s]. Here uij = 0 if Cij (no 

connection). A stationary mode can only exist within the 

network given the solution of the following equality: 

i

n
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ijjii yuur =−+

=1
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(3) 

and inequality 

0 ijij uC (4) 

where, ri is a rate of messages received from i-th node; yi is a 

rate of messages transferred from one node to another, 

meaning that all messages must reach the recipients. 

A total time delay in queues for transfer in the stationary 

network mode is determined by the following expression:  
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The optimization objective is to specify such variables uij, 

which satisfy restrictions of Eq. (3) and Eq. (4), as well as 

reduce functionality to a minimum Eq. (5). The problem is 

solved analytically using a method of Lagrange multiplier. By 

differentiating those uij, for which Cji > 0, we get a following 

system of algebraic equations as a required condition of 

extremum: 
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Eq. (6) is solved using a numerical method, namely 

Newton's method. The search for a solution is carried out by 

constructing successive approximations and is based on the 

principles of simple iteration. The method has quadratic 

convergence. Attributes associated with data and resources 

transfer channels, as well as parameters related to routing, 

together represent a set of control variables that can be 

modified to ensure proper state of the network. 

Another way to reduce the time delay in data transmission 

is to implement an algorithm for reducing collisions in the 

Ethernet network, which in this case is used as a data 

transmission channel between the control system and the 

control object. Ethernet networks use one of the most efficient 

methods for managing a local area network - Carrier Sense 

Multiple Access with Collision Detection (CSMA/CD) [32]. 

Networks with impact control (with collisions) are used as 

peer-to-peer non-priority systems [33]. This approach is 

widely used in computer networks and, in particular, applies 

in the context of Ethernet and the IEEE 802.3 standard. In a 

discovery-protected network, everyone is considered equal. 

However, it is possible to set a priority system based on 

different approaches. Before transmitting, the station needs to 

"check" the channel and determine if the channel is active. If 

the channel is idle, then any station that has data to transmit 

can send its frames on the channel. 

In carrier sense networks, several capture methods are used. 

One method is the “non-persistent” carrier sensing method. 

Non-persistent Carrier Sense Multiple Access (CMSA) is a 

non-aggressive version of protocol that operates in the 

Medium Access Control (MAC) layer. Using CMSA protocols, 

more than one user or nodes send and receive data through a 

shared medium that may be a single cable or optical fiber 

connecting multiple nodes, or a portion of the wireless 

spectrum. In non-persistent CSMA, when a transmitting 

station has a frame to send and it senses a busy channel, it waits 

for a random period of time without sensing the channel in the 

interim and repeats the algorithm again. So, this method 

provides all nodes with the opportunity to start transmitting 

immediately after it turns out that the channel is free. 

Another method used in time-slicing systems is the “p-hard” 

carrier sensing method. It assumes for each node some waiting 

algorithm (p means probability). For example, nodes A and B 

do not immediately start transmission after they detect that the 

channel is free. In this case, each station calls the program for 

generating a random number – the waiting time (several 

microseconds). If the node detects that the channel is busy, it 

waits for a certain period of time and makes a new attempt. It 

will send to the freed channel with probability p and delay the 

transmission with probability 1-p. Both considered methods 

can only transmit at the start of the procedure (if the channel 

is idle), but their behavior on a busy channel differs: non-

persistent CSMA doesn't attempt to sense the channel and 

restarts its logical cycle, whilst p=0 necessarily gets stuck in 

an infinite loop of waiting (since it has zero probability of 

transmission even if the channel goes back to being idle). 

Consider the case of one indivisible resource - a 

communication channel (Figure 9). The state of the i-th 

process, in which the i-th process is waiting for the provision 

of a resource required by several processes, is called the active 

state and is denoted by 
i
iA . 

The state in which the i-th process does not require the 

provision of a resource is called the passive state and is 

denoted by 
iA0 . The state space of the i-th process is denoted 

by },{ 0
i
i

i
i AAL = . A conflict occurs when multiple processes 

are active. 

Figure 9. Model OSI for networks CSMA/CD 

Control object modelling involves using asynchronous 

information exchange between applications running on 

different computers. In this case a client-server-based 

architecture is used. To control automation objects in real-time 

mode one should minimize delays in transferring datasets via 

the network. This can be achieved by searching for the optimal 

route of transferring messages, optimizing thread processing 
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algorithms within network nodes, as well as dividing threads 

into service classes to specify the most priority ones. When 

solving problems of optimizing information flows, one should 

identify optimization criteria. Optimization criteria may 

include a variable of dataset transfer delay between two 

network nodes, the transfer rate, the amount of data transferred, 

the load of the information channel, as well as the reliability 

of data transfer. However, optimization of a single parameter 

may cause a deterioration in the AEPS automation equipment 

control quality. Optimizing time for dataset transfer via the 

network requires an increase in the transfer rate and usage of 

channels with a wide bandwidth along with high-speed routers. 

Therefore, the load factor of the transfer channel will be minor. 

Reducing the amount of data transferred may again cause a 

deterioration in the control quality. Thus, when solving 

optimization problems, one should consider all factors listed. 

Conflict resolution for one process is the provision of a 

shared resource to one of the conflicting processes and the 

delay of other conflicting processes that are in the active state. 

The choice of such a process is determined by rule R of conflict 

resolution. The probability of exit of the i-th process from the 

active state is denoted by: 

ii
i PPP 1000 ==

and in active state: 

ii
i PPP 11011 ==−

where, i is the process number, index 0 means the passive state, 

and index 1 means the active state. 

The rule R0 is optimal if it minimizes the average frequency 

of conflicts. Let’s find the optimal conflict resolution rule for 

reducing the average frequency of conflicts for an infinite 

system operation time. In the study [3], an optimization 

criterion is given, which has the form: 


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T
KSR

0
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min),(
1

lim),( 

where, 
R
SM –expected value at initial state LS ;  

R – conflict resolution rule;  

St – current state of a set of processes; 








=

KS

KS
KS

,0

,1
),( – characteristic function; K is the set of

states in the space L. 

To reduce the time delay of packet transmission, 

optimization of packet routing in the network can also be used, 

but this approach is applicable for networks with an extensive 

system of communication channels, if there are alternative 

data transmission routes. In the problem being solved in this 

paper, there is only one communication channel, which can be 

accessed by several resources. Another optimization criterion 

is to minimize the cost of network equipment for the 

implementation of control functions. However, the use of the 

cost optimization criterion will not affect the reduction of time 

delays in the transmission of data packets and, accordingly, the 

improvement of the control quality indicators. Therefore, the 

optimal conflict resolution rule is proposed to use in order to 

decrease the time delay when using remote controller in a 

distributed control system with a single communication 

channel, which is shared between different resources. 

The optimal conflict resolution rule R0, when several 

processes claim the same resource, is the rule according to 

which, when a conflict occurs, the resource is allocated to the 

process conflict that has the minimum probability of getting 

into the active state. This result has the following physical 

content: in the event of a conflict, preference should be given 

to one of the conflicting processes, which is less likely to 

conflict with other processes. 

Consider the case of several indivisible resources for two 

parallel processes. Suppose two processes are running in 

parallel, but there are several resources due to which they 

conflict. This situation arises in widespread dual-processor 

computing systems with shared memory. 

Thus, in this case n=2, r=1÷m (number of resources), the i-

th process enters the state 
i
rA in the absence of another 

process with a probability 

1,
0

=
=

m

r

i
r

i
r PP , i=1,2. 

The set of conflicts looks like: 

}1,,{ 2
2

1
1 mrASASLSK rr === , 

denote ),( 21
rr

n
i AA – the average number of conflicts after n 

steps based on the states ),( 21
rr AA , if at the first step preference 

is given to the i-th process, and then the optimal conflict 

resolution rule is used ),( 21
0 rr
n AA ; is the average number of 

conflicts after n steps, based on the state ),( 21
rr AA , with the 

optimal conflict resolution rule. In accordance with the 

Bellman optimality rule [34]: 
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In the study [34] it is shown that 

)(),( 0
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from where at 
12
rr PP  we get: 
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1

21
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n
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The optimal conflict resolution rule R for the case where 

two processes claim multiple resources is the above rule. The 

effectiveness of the optimal rule can be evaluated analytically. 

For this, it is necessary to find the average frequency of 

conflicts with the optimal conflict resolution rule. In the study 

[35] it is shown that

),(),( 21

1
0

0 rr

m

i

R
R AAKS 

=

=  ,

where, ),( 21

0 rrR AA - stationary state probability with a fixed

rule R0. 
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For the probabilities ),( 21

0 rrR AA , i=1÷m, the following

system of equations can be written considering normalization: 
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where, N=L/K, that is, a non-conflict state 
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In Figure 10 the ratio of the average frequency of conflicts 

depending on the number of conflicting processes is shown: 

Figure 10. The ratio of the average frequency of conflicts 

The use of an optimal rule for conflict resolution reduces 

the frequency of conflicts by almost half compared to a rule 

that randomly (equiprobably) selects one of the conflicting 

processes. The inclusion of the described scheduling algorithm 

in the functional standards of the application and channel 

levels, and the construction of a complete machine algorithm 

will almost halve the frequency of conflicts for the resources 

of the information-computing system and, in the same way, 

improve its quality. 

Figure 11 shows waveforms of signals at the digital 

regulator output at different variables of the time delay. 

Thus, as can be seen from the Figure 11, an increase in the 

delay in the transmission of data packets over the network 

leads to a significant decrease in the quality of control and an 

increase in the static error. The presence of a positive static 

error for the case of the absence of time delays in data 

transmission (curve 1) is similar to the small value of the 

integral component of the PID controller, and the oscillation is 

similar to the small value of the differential component of the 

controller. At the same time, an increase in the time delay leads 

to the fact that the static control error becomes negative, which, 

in fact, is similar to a decrease in the coefficient of the 

proportional component of the PID controller. However, the 

figure shows that the nature of the transient processes for 

different time delays is the same and is determined by the 

control object itself and the settings of the PID controller 

coefficients. It should be noted that, theoretically, the use of 

the considered rule of optimal conflict resolution when 

accessing several resources to a communication channel 

reduces the frequency of conflicts in almost 2 times, and, 

consequently, the value of time delay. This will reduce the 

static control error. However, this also reduces the natural 

period of the system and the overshoot. With some delay in the 

control loop, a situation may arise when the static error is 

completely absent. Therefore, it is important to tune the PID 

controller of the control object, considering the delay 

introduced by the network, in order to obtain the best 

indicators of control quality. 

Figure 11. Waveforms of signals at the digital regulator 

output at different time delay variables: 1 means there is no 

time delay; 2 means there is a 40 ms delay; 3 means there is 

an 80 ms delay 

3. CONCLUSIONS

In the paper the influence of Ethernet network dynamics on 

the quality of diesel-generator control is considered. It has 

been established that the quality of the transient process 

depends on the sampling frequency and on time delays in the 

transmission of data packets over the Ethernet network. To 

control automation objects in real time, it is necessary to 

minimize packet transmission delays over the network. For an 

experimental study of the influence of a real network on 

control quality indicators, a multicomputer model of a diesel 

generator and its regulators, between which the network is 

provided as an element of data transfer, has been developed. 

Z-transformation of the continuous transfer functions was

performed to simulate digital speed controller of a diesel 

engine and excitation system of a synchronous generator. A 

diesel engine speed control system and an excitation system of 

a synchronous generator are presented in the form of digital 

state machine. The Lagrange's method of undetermined 

multipliers and Bellman optimality rule were used for the 

analytical solution of the problem of minimizing time delays.  

A Matlab-model has been developed for the research of the 
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impact of time delays on the diesel-generator control quality, 

in which the Ethernet network is used as a data transmission 

channel between control objects and regulators. A feature of 

the developed model is its distribution, and its individual parts, 

such as diesel-generators and regulators, can be replaced by 

real devices. Using the proposed model as a research tool 

allows to reduce the financial and time costs for setting up the 

automated control systems and its parts by conducting model 

studies, setting up and optimizing such systems to improve the 

efficiency of diesel-generator units in various operating modes. 

The scientific novelty of the results obtained lies in the 

improvement of the analytical method for analyzing the 

characteristics of the automated control systems information 

processing network to study the influence of network 

dynamics on the quality of control of diesel-generators and 

determining the intensity of transmission of information and 

control packets, as well as using the proposed optimal conflict 

resolution rule, using which the transmission time delays data 

are minimal. In this case, the optimal rule for resolving 

conflicts that arise when several resources try to access the 

network at the same time is the rule according to which the 

resource is allocated to the process that has the minimum 

probability of becoming active. This reduces the number of 

conflicts between the processes claiming the resources of the 

information and computing subsystem of the ACS by almost 

2 times. Due to this, an increase in the quality of control of 

diesel-generators is achieved. 
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